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Abstract

In a number of semiparametric models, smoothing seems necessary in order to obtain estimates of the parametric component which are asymptotically normal and converge at parametric rate. However, smoothing can inflate the error in the normal approximation, so that refined approximations are of interest, especially in sample sizes that are not enormous. We show that a bootstrap distribution achieves a valid Edgeworth correction in case of density-weighted averaged derivative estimates of semiparametric index models. Approaches to bias-reduction are discussed. We also develop a higher order expansion, to show that the bootstrap achieves a further reduction in size distortion in case of two-sided testing. The finite sample performance of the methods is investigated by means of Monte Carlo simulations from a Tobit model.
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1. Introduction.

Semiparametric estimates involving smoothing have become established as an important tool in the analysis of econometric data. On the one hand, these estimates avoid some stringent assumptions, largely unsupported by economic theory, that are entailed in a fully parametric analysis. On the other, they typically enjoy the same convergence rate as estimates in parametric models, being $n^{1/2}$-consistent, where $n$ is sample size, and satisfying a central limit theorem which is conveniently usable in statistical inference. However, the semiparametric parameter estimates may have finite-sample properties that are inferior to those of estimates (such as maximum likelihood ones) of a fully specified parametric model.

Detailed evidence concerning this issue has emerged in case of the (density-weighted) averaged derivative estimate (ADE) of semiparametric single-index models. This had in the first place been shown to possess the basic $n^{1/2}$-consistency and asymptotic normality properties referred to above by Powell, Stock and Stoker (1989) in case of independent observations, and by Robinson (1989) in case of weakly dependent observations. Robinson (1995) (hereafter R) established that a refinement that is classic in the case of fully parametric statistics (such as the sample mean) may also obtain, namely a Berry-Esseen bound of order $n^{-1/4}$, meaning that the difference between the actual distribution function of the ADE, after centering at its probability limit and norming by $n^{1/2}$, and its normal limit, can be of order $n^{-1/4}$ uniformly. However, this favourable outcome only occurs if the bandwidth, $h$, employed in the averaged derivative estimation is chosen to lie within a restricted window, and then subject to the use of a kernel of suitably high order; otherwise, the normal approximation error order depends on $h$ and exceeds $n^{-1/4}$. In particular, R found its error dominated by three additive components, one of order $n^{-1/4}$, one that decreases as $h \to 0$ (a "bias" term) and one that increases as $h \to 0$ (a "variance" term). His result was sharp, in that Nishiyama and Robinson (2000) (hereafter NR0) and Nishiyama and Robinson (2001) (hereafter NR1) found that a valid Edgeworth approximation to the distribution of the studentized and unstudentized ADE has three, leading, correction terms of precisely these orders of magnitude. NR0, NR1 evaluated these terms and showed how they can be
consistently estimated, in order to provide feasible, improved inference, including more accurate confidence intervals. They also employed their Edgeworth approximation to derive a choice of \( h \) that is optimal in the sense of minimizing the error in the normal approximation, and thus seems more relevant in the context of statistical inference than choices based on minimizing mean squared error.

The Edgeworth correction terms of NR0, NR1 are, however, somewhat complicated to estimate and there is always concern that imprecision in the estimation of such terms (which essentially involve higher moments) might frustrate the goal of improved finite-sample properties. Moreover, Edgeworth approximations to the distribution function need not be monotone.

The present paper shows that a bootstrap achieves the same improvement. In general, given independent observations \( Z_i, \ i = 1, \ldots, n \), from a population with distribution function \( \Psi \), suppose one is interested in conducting inference on the unknown (scalar) parameter \( \mu = \mu(\Psi) \), using the (pivotal) statistic \( T_n = T(Z_1, \ldots, Z_n; \Psi) \). Let \( \Psi_n \) be the empirical distribution function of \( Z_1, \ldots, Z_n \), and \( Z_1^*, \ldots, Z_n^* \) a random sample (with replacement) of size \( n \) from \( \Psi_n \). The bootstrap approach (see Efron, 1979) is based on a belief that the distribution of \( T_n^* = T(Z_1^*, \ldots, Z_n^*; \Psi_n) \), across replications \( Z_1^*, \ldots, Z_n^* \) from \( \Psi_n \), approximates that of \( T_n \). In particular this has been shown for the case that \( T_n \) is asymptotically standard normal in many settings, see e.g. Bickel and Freedman (1981), Freedman (1981, 1984) and Arcones and Giné (1992, 1994). For many statistics, the construction of a bootstrap distribution by resampling is unnecessary for the sake of conducting first-order asymptotic inference, because the ordinary central limit theorem for \( T_n \) itself is convenient to use. However, the bootstrap is still widely used in such circumstances, because it has the reputation for providing greater finite-sample accuracy. Singh (1981) provided theoretical explanation for this numerical experience in case \( T_n \) is the centred and normalized sample mean: the Edgeworth expansions of \( T_n \) and \( T_n^* \) have the same leading term, of order \( n^{-1/2} \), so their distributions differ by \( o(n^{-1/2}) \). Equivalently, the distribution of \( T_n^* \) achieves the Edgeworth correction of \( T_n \). For
extensions to other models, see e.g. Babu and Singh (1989), Hall (1986, 1991, 1992), Qumsiyeh (1986), Bhattacharya and Qumsiyeh (1989), Strawderman and Wells (1997). Technically closest to our present work is Helmers (1991) (see also Maesono, 1997), who considered standard $U$-statistics. Our (2.1) below is a $U$-statistic but with a “kernel” (in the $U$-statistic sense) that, unlike Helmers’, not only depends on $n$ but whose second moment can diverge as $n \to \infty$. Thus, while we borrow some of Helmers’ techniques, our situation is substantially more complicated than his and requires a substantially different treatment.

The possibility of Edgeworth correction by bootstrapping for semiparametric estimates involving smoothing was pointed out by R and by Horowitz (1997). Horowitz (1998, 2002) was first to rigorously demonstrate an Edgeworth correction property here, in connection with symmetric $t$ and $\chi^2$ tests. Horowitz (1998) considered smoothed least absolute deviations (LAD) estimates of a median-regression model. The original LAD estimates require no smoothing in order to be $n^{-1/2}$-consistent, but their higher-order properties are difficult to analyze (and the bootstrap may not produce a refinement). The smoothed estimates have the same first-order limit distribution, and Horowitz’s (1998) motivation for introducing smoothing was to achieve more tractable higher-order asymptotics (though smoothing is in any case needed to form $t$-ratios of unsmoothed LAD estimates). Horowitz (2002) established similar properties for smoothed maximum score (MS) estimates, but the background to this work was rather different. Horowitz (1992) had introduced a smoothed MS estimate on the basis of having a simpler (normal) limit distribution and faster convergence rate than the original MS estimate of Manki (1985).

The motivation for smoothing in the ADE is more fundamental: it is essential for consistency in a semiparametric setting and influences the first-order asymptotic distribution, even though the rate of convergence here is parametric. In the following section we establish a valid Edgeworth expansion of the bootstrap distribution for the ADE, indicating, by comparison with NR0, NR1, that an Edgeworth correction property is achieved. Section 3 discusses rival methods of bias-correction. Our results show that in one-sided testing the bootstrap approximation incurs less size distortion than the normal one. To demonstrate a
further improved outcome in two-sided testing we extend the Edgeworth expansion so as to include extra terms. This is carried out in Section 4, but under an additional condition that is unprimitive, in view of the greater complexity of detail. An optimal method of bandwidth selection is also introduced there. Section 5 examines finite sample performance of the methods via Monte Carlo simulation. Proof details are left to appendices.

2. Valid first order Edgeworth expansion

For a $d \times 1$ variate $X$ with probability density function $f(x)$, and a scalar variate $Y$, suppose the regression function $g(X) = E(Y|X)$ is known to have single index form

$$g(X) = G(\beta^T X)$$

for some differentiable function $G : \mathbb{R} \to \mathbb{R}$ and some unknown column vector $\beta$, $\tau$ denoting transposition. Suppose $f$ and $G$ are nonparametric functions. Given a sample $(X_i^*, Y_i^*)$, $i = 1, \ldots, n$, of independent observations on $(X^*, Y^*)$, the ADE is

$$U = \left( \frac{n}{2} \right)^{-1} \sum_{i=1}^{n-1} \sum_{j \neq i}^{n} U_{ij},$$

(2.1)

where

$$U_{ij} = K'_h(Y_i - Y_j) h^{-d-1} , \quad K'_h = K'(\frac{X_i - X_j}{h})$$

such that $K'(u) = (\partial \partial u) K(u)$ where $K : \mathbb{R}^d \to \mathbb{R}$ is a differentiable kernel function that integrates to 1, and $h = h_n$ is a positive bandwidth sequence.

Consider a bootstrap sample $(X_i^{*b}, Y_i^{*b})$, $i = 1, \ldots, n$, drawn with replacement from $(X_i^*, Y_i^*)$, $i = 1, \ldots, n$. Our bootstrapped ADE is

$$U^* = \left( \frac{n}{2} \right)^{-1} \sum_{i=1}^{n-1} \sum_{j \neq i}^{n} U_{ij}^* ,$$

where

$$U_{ij}^* = K'_h(Y_i^{*b} - Y_j^{*b}) h^{-d-1} , \quad K'_h = K'(\frac{X_i^{*b} - X_j^{*b}}{h})$$

As in R, NR0 and NR1, we focus, for simplicity, on inference on a single linear combination of $\tilde{\theta} \equiv -E[g'(X)f(X)] = -\beta E[G'(\beta^T X)f(X)]$, namely $\mu = v^T \tilde{\theta}$, where $v$ is a given $d \times 1$ vector. Bearing in mind (2.1), we thus cover the familiar problem of testing whether a single element of $\beta$ is zero. We estimate $\mu$ by $u = v^T U$, and write $u^* = v^T U^*$. (Note here and elsewhere changes in notation from NR0, NR1.)
The estimated variance of $u$ is $\hat{\sigma}^2 = \hat{\nu}^T \hat{\Sigma} \hat{\nu}$, where
\[
\hat{\Sigma} = \frac{4}{(n-1)(n-2)} \sum_{i=1}^{n} \left\{ \sum_{j \neq i}^{n} (U_{ij} - \bar{U}) \right\} \left\{ \sum_{j \neq i}^{n} (U_{ij} - \bar{U})^T \right\} .
\]
Its bootstrapped version is $\hat{\sigma}^*^2 = \hat{\nu}^* \hat{\Sigma} \hat{\nu}$, where
\[
\hat{\Sigma}^* = \frac{4}{(n-1)(n-2)} \sum_{i=1}^{n} \left\{ \sum_{j \neq i}^{n} (U_{ij}^* - \bar{U}^*) \right\} \left\{ \sum_{j \neq i}^{n} (U_{ij}^* - \bar{U}^*)^T \right\} .
\]
We center $u^*$ at
\[
\tilde{\mu}^* = E^*(u^*) - \tilde{b}^* ,
\]
where
\[
\tilde{b}^* = h^L \sigma^2 \kappa_1
\]
for $\sigma^2 = \hat{E}^*[2 \hat{\nu}^T (U_i - E^*U^*)]^2$, $E^*(\cdot) = E(\cdot \mid (X_i^*, Y_i), i=1, \ldots, n)$, $U_i^* = E^*(U_i^* \mid X_i^*, Y_i^*) = \frac{1}{n} \sum_{j=1}^{n} h^{-d-1}K'(\frac{X_i^* - X_j^*}{h}) (Y_i^* - Y_j^*)$, $\kappa_1 = \frac{2(-1)^L}{aL!} \sum_{l=1}^{L} \cdots \sum_{j=1}^{L} \left\{ \int_{0}^{1} \cdots \int_{0}^{1} \left( \sum_{i=1}^{n} \Delta^{(1, \ldots, 1, l)} \right) \nu^\top f_i'(X_i) \right\} Y_i$, in which
\[
\Delta^{(1, \ldots, 1, l)} = \frac{\partial^{(1, \ldots, 1, l)}}{\partial x_1^{l_1} \cdots \partial x_d^{l_d}} , \quad f_i'(x) = \frac{1}{(n-1)c^d} \sum_{j=1}^{n} H(\frac{X_i^* - X_j^*}{c}) ,
\]
$L$ is the order of the kernel $K$ (see assumption (viii) below), $H: \Re^d \rightarrow \Re$ is a differentiable kernel function and $c$ is a positive bandwidth. The definition of $\kappa_1$ was discussed in NR0.

Note that in (2.2)
\[
E^*(U^*) = \frac{n-1}{n} U .
\]

Denoting $\hat{P}^*(\cdot) = P(\cdot \mid (X_i^*, Y_i), i=1, \ldots, n)$, we compare the distribution functions
\[
\hat{F}(z) = \hat{P}(\hat{Z} \leq z)
\]
and
\[
\hat{F}^*(z) = \hat{P}^*(\hat{Z}^* \leq z)
\]
of, respectively, the centered and studentized ADE
\[
\hat{Z} = n^{1/2} \hat{\sigma}^{-1}(u - \tilde{\mu})
\]
and the centered and bias-corrected bootstrapped studentized ADE
\[
\hat{Z}^* = n^{1/2} \hat{\sigma}^*^{-1}(u^* - \tilde{\mu}^*)
\]
Denote, for a function \( k : \mathbb{R}^d \to \mathbb{R} \), \( k = k(x) \), \( k' = k'(x) = (\partial / \partial x) \) \( k(x) \), \( k'' = k''(x) = (\partial^2 / \partial x \partial x^\tau) \) \( k(x) \) and \( k'''' = k''''(x) = (\partial^4 / \partial x^\tau) \) \( \text{vec} (k''''(x)) \).

Define \( \Sigma = 4E(\theta - \bar{\theta}) (\theta - \bar{\theta})^\tau \), where \( \theta = \theta(\underline{X}, Y) = Yf' - e' \), \( e = fg \) and \( q = E(Y^2 | X) \). The following assumptions are nearly identical to those of NR0, the only difference worth mentioning being the stronger moment conditions on \( Y \) in our present (i) and (vi).

(i) \( E(Y^{16}) < \infty \).

(ii) \( \Sigma \) is finite and positive definite.

(iii) The distribution of \( X \) is absolutely continuous with respect to a \( \sigma \)-finite measure of the form \( \mu_X \), where \( \mu_X \) is Lebesgue measure on \( \mathbb{R}^d \). The measure \( \nu \) of \( (X^\tau, Y) \) can be written \( \nu = \mu_X \times \mu_Y \). \( (X^\tau_i, Y_i) \) are iid observations on \( (X^\tau, Y) \).

(iv) \( f \) is \((L+2)\)-times differentiable, and \( f \) and its first \((L+2)\) derivatives are bounded for \( 2L > d+3 \).

(v) \( g \) is \((L+2)\)-times differentiable, and \( e \) and its first \((L+2)\) derivatives are bounded.

(vi) \( q \) is twice differentiable and \( q', q'', g', g'', g''' \), \( E(Y^4 | X)f \) and \( qf' \) are bounded.

(vii) \( f, gf, g f' \) and \( qf \) vanish on the boundaries of their convex (possibly infinite) supports.

(viii) \( K(x) \) is even, differentiable,
\[
\int_{\mathbb{R}^d} \left( 1 + |x|^2 \right) |K(x)| + ||K'(x)|| \, dx + \sup_{x \in \mathbb{R}^d} ||K''(x)|| < \infty ,
\]
and
\[
\int_{\mathbb{R}^d} x_1 \cdots x_d K(x) \, dx \begin{cases} = 1, & \text{if } l_1 + \cdots + l_d = 0 \\ = 0, & \text{if } 0 < l_1 + \cdots + l_d < L \\ \neq 0, & \text{if } l_1 + \cdots + l_d = L, \text{ some } l_1, \ldots, l_d. \end{cases}
\]

(ix) \( \frac{(\log n)^9}{n^{d+3}} + n^{2L} \to 0 \) as \( n \to \infty \).

(x) \( \limsup_{|v| \to \infty} |E \exp \left( i \langle 2v^\tau (\theta - \bar{\theta}) \rangle \right)| < 1 \) for any vector \( v \) satisfying \( v^\tau v = 1 \).

(xi) \( H(x) \) is even and \((L+1)\)-times differentiable,
\[
\int_{\mathbb{R}^d} H(x) \, dx = 1 ,
\]
\[
\int_{\mathbb{R}^d} ||\Delta(l_1, \ldots, l_d) H'(x)|| \, dx + \sup_{x \in \mathbb{R}^d} ||\Delta(l_1, \ldots, l_d) H'(x)|| < \infty
\]
for any non-negative integers \( l_1, \ldots, l_d \) satisfying \( 0 \leq l_1 + \cdots + l_d \leq L \).

(xii) \( c \to 0 \) and \( \frac{(\log n)^2}{nc^{d+2}2^L} = O(1) \) as \( n \to \infty \).

Theorem 1  
Under assumptions (i)-(xii), as \( n \to \infty \),

\[
\sup_{z} \sup_{\tilde{\nu} \in \mathcal{V}} |F(z) - F^*(z)| = O(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h^L) \quad \text{a.s.} \tag{2.6}
\]

In NR1 the valid Edgeworth expansion

\[
F(z) = F^*(z) + o(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h^L)
\]

is established, where

\[
F^*(z) = \Phi(z) - \phi(z) \left[ n^{1/2}h^{-1} \kappa_1 - \frac{\kappa_2}{nh^{d+2}} z - \frac{4}{3n^{1/2}} \left( \frac{2z^2 + 1}{\kappa_3} + 3(z^2 + 1) \kappa_4 \right) \right],
\]

(2.7)

for

\[
\kappa_1 = \frac{2(-1)^{L}}{\sigma L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1, \ldots, l_d} \left[ \int_{I_1} \cdots \int_{I_d} K(x_1) dx \right] E[\Delta^{(l_1, \ldots, l_d)} \nu \sigma f (\nu \sigma a) \nu],
\]

\[
\kappa_2 = 2\sigma^2 \int \{ \nu \sigma K'(x) \}^2 dx E(s f) ,
\]

\[
\kappa_3 = \sigma^3 E\left[ (r - 3s g - g^3) (\nu \sigma f) (-3s (\nu \sigma f)^2 (\nu \sigma a) - (\nu \sigma a)^3) \right],
\]

\[
\kappa_4 = -\sigma^3 E\left[ f s (\nu \sigma f) (\nu \sigma a) (\nu \sigma a) - f (\nu \sigma f) (\nu \sigma a) - f (\nu \sigma f) (\nu \sigma a)^2 \right],
\]

in which \( \sigma^2 = \nu \sigma \Sigma \nu \), \( a = a(X) = g f + \tilde{\theta} \), \( r = r(X) = E(Y^3 | X) \) and \( s = s(X) = \text{Var}(Y | X) = q - g^2 \). It follows that the bootstrap distribution function \( F^*(z) \) approximates \( F(z) \) asymptotically as well as \( F^*(z) \).

3. Discussion of Bias-Correction

The centering of \( u^* \) at \( \tilde{\mu}^* \), rather than at the more obvious \( u \) (see (2.2) and (2.3)) is explained as follows. From Lemma 11 of NR0, \( Eu - \tilde{\mu} = h L \kappa_1 (1 + o(1)) \). The
bootstrap distribution of \( n^{1/2}(u - \mu) \) thus will approximate only the distribution of the first term on the right of

\[
n^{1/2}(u - \mu) = n^{1/2}(u - Eu) + n^{1/2}h^L \kappa_1 + o(n^{1/2}h^L),
\]

since though \( n^{1/2}h^L \) tends to zero it may do so too slowly to prevent the second term on the right from affecting higher-order properties. Thus we cannot rely fully on the bootstrap to achieve the Edgeworth correction property, but bias correct "manually". Of course this would not be necessary were \( h \) regarded as tending to zero sufficiently fast, or if a large enough kernel order \( L \) were chosen, indeed NR0 showed how the Edgeworth approximation simplifies for various choices of \( h \) and \( L \).

The first possibility, "undersmoothing" (beyond the "undersmoothing" needed to ensure \( n^{1/2} - \) consistency), was also employed by Horowitz (1998, 2002) and Hall (1991) in a higher-order context, in semiparametric and nonparametric estimation respectively. In our problem, undersmoothing seems acceptable only when \( d \) is small, since the "second order variance" is of order \( n^{-1/2}h^{-d-2} \). But even with \( d=2 \), the Monte Carlo study of NR0 found undersmoothing to significantly inflate variance, indeed for \( h=0.4 \) it was twice that for \( h=1.0 \), independent of \( L \). On the other hand the same study found that studentization can reduce variance inflation, in which case undersmoothing would be more acceptable in hypothesis testing than in point estimation.

The other approach to bias reduction, of choosing \( L \) larger than required in assumption (iv), also inflates the variance-related term \( \kappa_2 \), in view of the factor

\[
\int (K'(x))^2 dx.
\]

To get some idea of the actual effect, we performed some numerical calculations, taking \( K(x) \) to have the product form

\[
K(x) = \prod_{i=1}^{d} k(x_i), \quad x = (x_1, \ldots, x_d)^\top,
\]

where \( k: \mathbb{R} \rightarrow \mathbb{R} \) is given by
\[ k(x) = \rho_{L-1}(x) \phi(x) \] (3.2)

for even \( L \), with no loss of generality, with \( \rho_r(x) \) the polynomial
\[ \rho_r(x) = \sum_{i=0}^{r} \zeta_i x^{2i} \] (3.3)
and the \( \zeta_i \) chosen to satisfy assumption (viii). Such kernels were considered in Robinson (1988), who proposed use of higher-order kernels to achieve \( n^{1/2} \) consistency of semiparametric estimates in the context of a different model. For \( L=2,4,6,8,10,12 \) we found that \( \pi \int \{ K'(x) \}^2 dx \) takes the values 0.443, 1.523, 3.075, 5.004, 7.304, 9.899, respectively, illustrating the relative increase in imprecision with \( L \). Earlier, NR0 found in Monte Carlo that the variance of \( U \) doubles when going from \( L=4 \) to \( L=10 \), independent of \( h \), when \( n=100 \). Therefore, as R pointed out, empirical researchers may not wish to use a very high order kernel unless \( n \) is very large indeed. Indeed even when \( d=3 \), the condition \( L > 2(d+2) \) discussed in R and NR0 already requires \( L \geq 12 \).

This discussion rather brings us back to the original bias-correction \( \tilde{b}^* \) in (2.2), which serves its purpose for all \( h \), \( L \) covered by the Theorem, indeed \( \tilde{b}^* \) also arose in the empirical Edgeworth expansion justified in NR0. However, its cumbersome form and dependence on an additional kernel and bandwidth lead us to seek an alternative, more "direct", method of bias correction. Consider in place of the statistic \( Z^* \) (2.5) featured in the Theorem,
\[ \hat{Z}^* = n^{1/2} \hat{\sigma}^{-1}(u^* - \hat{\mu}^*) \] (3.4)
where
\[ \hat{\mu}^* = E^*(u^*) - \hat{b}^* \] (3.5)
for
\[ \hat{b}^* = \nu^* B^* \quad B^* = \frac{1}{2} \left\{ \frac{h^{-d}}{n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} (Y_i - Y_j) M\left( \frac{X_i - X_j}{h} \right) - U \right\} \]
in which the function \( M: \mathbb{R}^d \rightarrow \mathbb{R}^d \), is
\[ M(t) = \int \int K'(t + w + x) K(w) K(x) \, dw \, dx. \]

In Appendix C the following is proved.

**Theorem 2**  
Under assumptions (i)-(iv), (vii), (viii) and \( n^2 h^{2L+\epsilon-2} \rightarrow \infty \),
\[ B^* = EU - \bar{\theta} + o_p(h^L), \quad \text{as } n \rightarrow \infty. \]

Comparison with Lemma 11 of NR0 indicates that therefore \( \bar{\theta}^* = h^{L+1} \kappa_1 + o_p(h^L) \).

Thus, defining
\[ F^*(z) = P^*(Z^* \leq z) \quad (3.6) \]
we deduce from Theorem 2 and the proof of Theorem 1:

**Theorem 3**  
Under assumptions (i)-(xii) and \( n^2 h^{2L+\epsilon+2} \rightarrow \infty \),
\[ \sup_{v < v' < v''} \sup_z |F(z) - F^*(z)| = o_p(n^{-1/2} + n^{-1}h^{-\epsilon} + n^{1/2}h^L), \quad \text{as } n \rightarrow \infty. \]

Thus, for a narrower range of bandwidths, and a weaker mode of convergence, bias correction by \( \bar{\theta}^* \) can also achieve an Edgeworth correction. It remains to discuss computation of \( M(t) \). At first sight the 2d-dimensional integral is forbidding, but if a product form of \( K(3.1) \) is used we reduce to computing 2-dimensional integrals. Then we can even obtain a closed form expression for \( M(t) \).

**Theorem 4**  
Let \( K(x) \) be given by (3.1)-(3.3). Then if \( t_\cdot \) denotes the \( i \)-th element of the \( d \times 1 \) vector \( t \), the \( j \)-th element of \( M(t) \) is
\[ m_1(t_{\cdot j}) \prod_{i=1 \atop i \neq j}^d m_2(t_{\cdot i}), \quad (3.7) \]
where the functions \( m_1 : \mathbb{R} \rightarrow \mathbb{R}, i = 1, 2, \) are given in Appendix D.

4. Hypothesis Testing and Higher-Order Expansion

An important application of Theorem 1 is reduction in size distortion of tests.
Consider the null hypothesis

$$H_0: \bar{\mu} = \mu_0,$$  

(4.1)

for some given $\mu_0$, and the one-sided alternative

$$H_1: \bar{\mu} > \mu_0$$

(4.2)

(with no need to refer also to the alternative $\bar{\mu} < \mu_0$, due to arbitrariness of $\nu$). The nominal size-\(\alpha\) test based on the normal approximation, which we call the \(N\)-test, rejects $H_0$ against $H_1$ if $\hat{Z}_0 > z_\alpha$, where $z_\alpha = \Phi^{-1}(1-\alpha)$ and $\hat{Z}_0$ is $\hat{Z}$ with $\mu = \mu_0$. It has size distortion

$$-\phi(z_\alpha) \left[ n^{1/2} h \kappa_1 - \frac{\kappa_2}{n h} d^{-2} z_\alpha \right] + \frac{4}{3 n^{1/2}} \left( \frac{2 z_\alpha^2 + 1}{\kappa_3} + 3 \left( z_\alpha^2 + 1 \right) \kappa_4 \right) + o \left( n^{-1/2} + n^{-1} h^{-d-2} + n^{1/2} h^{-L} \right),$$

(4.3)

from Theorem 3 of NR0. Now consider a test based on the bootstrap distribution. This, called the $B$-test, rejects $H_0$ (4.1) against $H_1$ (4.2) if $\hat{Z}_0 > z_\alpha^*$, where $z_\alpha^* = F^{-1}(1-\alpha)$.

In view of Theorem 1, this has size distortion of order only

$$o \left( n^{-1/2} + n^{-1} h^{-d-2} + n^{1/2} h^{-L} \right) \text{ a.s.}$$

A test based on the Edgeworth expansion attains the same size distortion, where the critical value $z_\alpha^*$ above is replaced by that from a Cornish-Fisher expansion (see NR0, pp.958); we call this the $E$-test.

Next consider two-sided testing. The alternative to $H_0$ (4.1) is now

$$H_1: \bar{\mu} \neq \mu_0.$$  

(4.4)

The (two-sided) \(N\)-test rejects $H_0$ (4.1) against $H_1$ (4.4) if $|\hat{Z}_0| > \alpha_{0.2}$. Theorem 3 of NR0, and symmetry, implies the reduced size distortion

$$\kappa_2 \phi(z_{\alpha/2}) z_{\alpha/2} n h^{-d-2} + o \left( n^{-1/2} + n^{-1} h^{-d-2} + n^{1/2} h^{-L} \right).$$

The (two-sided) $B$-test rejects $H_0$ (4.1) against $H_1$ (4.4) if $|\hat{Z}_0| > \alpha_{0.2}$. Theorem 1 implies that this has size distortion

$$o \left( n^{-1/2} + n^{-1} h^{-d-2} + n^{1/2} h^{-L} \right),$$

as in the one-sided case.
The distortion (4.3) of the one-sided N-test can be minimized with respect to $h$, by choosing $h$ of order $n^{-3/2(2L+d+2)}$ (the rate of the optimal bandwidth proposed by NR0), implying (4.3) has minimal order $n^{-(2L+d-2)/2(2L+d+2)}$. The size distortion reported above for the two-sided N-test, however, is not susceptible to optimization, since the leading term is decreasing in $h$ and we have insufficient information about components, absorbed in the remainder term, which increase in $h$. So far as the B-test is concerned, the information provided by Theorem 1 is too vague both to determine an optimal $h$ and to investigate whether any size distortion is achieved by double-siding.

Both difficulties can be avoided by developing further the Edgeworth expansions of $Z$ and $Z^*$, to provide information on the remainder terms in Theorem 3 of NR0 and Theorem 2. Unfortunately, as expected, the details become even more complicated, and the following theorem relies on a highly unprimitive condition for validity. Introduce the additional assumptions

(i') $E( |Y|^{25}) < \infty$.

(xiii) $ \int_{p \leq t \leq N_0} \frac{E e^{i t B}}{t} dt = o \left( n^{-1} n^{-2} h^{-2d-4} + nh^{2L} + n^{-3/2} h^{-d-3} \right)$,

$ \int_{p \leq t \leq N_0} \frac{E^* e^{i t B}}{t} dt = o \left( n^{-1} n^{-2} h^{-2d-4} + nh^{2L} + n^{-3/2} h^{-d-3} \right)$ a.s.,

where $B$, $p$, $N_0$ are defined within the proof of Theorem 5 below, which is given in Appendix E, and $B^*$ is the bootstrap analogue of $B$.

Note that similar conditions to the two sets of assumption (xiii) are checked in the proof of Theorem 1 of NR0 and the proof of Theorem 1 of the present paper, respectively, but $B$ and $B^*$ are more complicated than the corresponding quantities arising in these proofs, and moreover the integration range is substantially wider.

Define

$$F^{*}(z) = \Phi(z) - \phi(z) \left[ n^{1/2} h L \delta_1 - \frac{\delta_2}{nh^{d+2}} z + \frac{\delta_1^2}{2} nh^{2L} z \right]$$
\[
\begin{align*}
\frac{p_1(z)}{n^{1/2} + \frac{p_2(z)}{n^{3/2} h^{d-3}}} + \frac{p_3(z)}{n^{1/2} h^{d-2 - L}} + \frac{q_1(z)}{n} + \frac{q_2(z)}{n^{2} h^{2d-4}} + q_3(z) h^L \right)
\end{align*}
\]

where \(\delta_1 = h^{d-1} (E u - \overline{u})\), \(\delta_2 = h^{d-2} E(W_{12})\), and the \(p_i(z)\) are even polynomials and the \(q_i(z)\) are odd polynomials, defined in Appendix E; \(\delta_1, \delta_2\) and the coefficients of the \(p_i(z), q_i(z)\) are \(O(1)\) as \(n \to \infty\). \(\delta_i, p_i(z)\) and \(q_i(z)\) are respectively the bootstrap analogues of \(\delta_i, p_i(z)\) and \(q_i(z)\) satisfying
\[
\delta_i - \delta_i = o(1), \quad p_i(z) - p_i(z) = o(1), \quad q_i(z) - q_i(z) = o(1), \quad \text{a.s.}
\]

**Theorem 5**: Under assumptions (i)', (ii)-(x) and (xiii), as \(n \to \infty\),
\[
\sup_{v : |v| = 1} \sup_{z} | F(z) - F^*(z) | = o(n^{-1} + n^{-2} h^{-2d-4} + n h^{2L} + n^{-3/2} h^{-d-3}) \quad (4.5)
\]
\[
\sup_{v : |v| = 1} \sup_{z} | F^*(z) - F^{**}(z) | = o(n^{-1} + n^{-2} h^{-2d-4} + n h^{2L} + n^{-3/2} h^{-d-3}) \quad \text{a.s.} \quad (4.6)
\]

We point out that \(\phi(z) q_1(z)\) is of similar form to the correction term in \(P_n(x)\) in Theorem 5 of Maesono (1997).

We can deduce from Theorem 5, symmetry and Lemmas 11 and 12 of NR0, that the size distortion of the two-sided \(N\)-test is approximately
\[
2\phi(z) \frac{2 \kappa_2}{nh^{d-2} z} - \frac{2 \kappa_2 nh^{2L}}{2} - q_3(z) h^L \right)
\]
and that of the two-sided \(B\)-test is \(o(n^{-1} h^{-d-2} + n h^{2L})\), noting that
\[
h^L = O(n^{-1} h^{-d-2} + n h^{2L}) \quad \text{a.s. one for the one-sided \(B\)-test (if \(h\) is chosen suitably large), and (4.7) for the two-sided \(N\)-test. On the other hand, (4.7) indicates that if we choose}
\[
h = \left(\frac{2 \kappa_2}{\kappa_1 n^2}\right)^{1/(2L-d-2)} \quad (4.8)
\]
the size-distortion of the two-sided $N$-test is only $o \left(n^{-1}h^{-d-2} + nh^{2L}\right)$. Note that (4.8) is larger than the optimal $h$ of NR0 (which minimizes the largest absolute error in the normal approximation) and has rate $n^{-3/(2L+d+2)}$, but is of identical order to the minimum mean squared error bandwidth of Härdle, et al. (1992) and Powell and Stoker (1996). Desirably, (4.8) does not depend on $\alpha$. As in NR0, we can estimate the scale factor in (4.8) by inserting consistent estimates of $\kappa_1$ and $\kappa_2$.

5. Monte Carlo study

We compare normal, (empirical) Edgeworth and bootstrap approximations for the Tobit model used in the Monte Carlo study of NR0,

$$Y_i = (\beta^\tau X_i + \epsilon_i) I(\beta^\tau X_i + \epsilon_i \geq 0), \quad (5.1)$$

where $d=2$, $X_i=(X_{i1}, X_{i2})^\tau$, $(X_i^\tau, \epsilon_i) \sim N(0, I_3)$, $\beta=(1, 1)^\tau$. Given the normal assumption on $\epsilon_i$, the maximum likelihood estimate of $\beta$ comes to mind, but whereas Amemiya (1973) provided first order asymptotic theory for it, we know of no higher-order theory, let alone higher-order justification of the bootstrap (though doubtless these can be achieved).

From (5.1), $g(x) = \beta^\tau x \{1 - \Phi(-\beta^\tau x)\} + \phi(-\beta^\tau x)$, $\bar{\theta} = -\beta/ (8\pi)$. As in NR0, we employed three values of $L$, $L=4, 8$ and 10, which respectively correspond to the cases when $(d+2)/2 < L < 2(d+2)$, $L=2(d+2)$ and $L > 2(d+2)$ (discussed in Section 4 of NR0), with $K$ as in (3.1)-(3.3). We considered both elements of $\bar{\theta}$ individually, but since the results are very similar we report those for the first only, which we thus take as $\bar{\mu}$.

Bootstrap distributions (BDs) are estimated as follows.

1. We generate a Tobit data set of size $n$ based on (5.1).

2. From this, we draw a random sample of size $n$, with replacement, from which we
calculate $U$ for each $(h,L)$.

3. We repeat step 2 600 times.

4. We obtain empirical distributions, for each $(h,L)$, of the two bias-corrected statistics
\[ \hat{Z}^* (2.5), \quad \hat{Z}^* (3.4) \quad \text{and the bias-uncorrected statistic} \quad \hat{Z}^- = n^{1/2} \hat{\sigma}^{-1} (u^* - u) . \]

5. We repeat steps 1-4 100 times, and average over the 100 empirical distributions to estimate the three BDs \[ \hat{F}^*(z), \quad \hat{F}^*(z) \quad \text{and} \quad \hat{F}^-(z) = P^*(Z^- \leq z) . \]

Figures 1-12 compare the estimated BDs with the empirical distribution (ED), the Edgeworth expansion (EE) (or rather the empirical version of (2.7), with all three correction terms, discussed by NR0, NR1), and the normal distribution (N). We exclude the theoretical Edgeworth expansion, because the Monte Carlo study of NR0 found it inferior to EE. We used $c=1.2h$ for $\hat{\kappa}_1$ as in NR0. Note that assumptions (ix) and (xii) imply that the upper bound on the rate of decay is lower for $c$ than for $h$. ED and EE were produced from 600 replications for each combination of $(n,h,L)$, as in NR0. In the figures, ED is represented as a solid line, N as a dotted line, BD as a dotted-and-broken line, and EE as a broken line. We employed for all combinations of $h=1.0, 0.8, 0.6, 0.4, 0.2, \quad n=100, 400$ and $L=4, 8, 10$, but only report the results for $h = 0.8, 0.6, 0.4, 0.2, \quad n=100$ and $L=4, 8, 10$. For $h=1.0$, none of N, EE or BD approximates ED well. The figures for $n=400$ are qualitatively similar to those for $n=100$, and the approximation errors are not only smaller but too small to read in some cases.

(Figures 1-12 about here)

Figures 1-4, 5-8, 9-12 correspond to $L=4, 8, 10$. We show results for $\hat{F}^*(z)$ as the BD when $L=4$, and for $\hat{F}^-(z)$ when $L=8,10$, in view of the discussion of Section 3. Generally BD and EE outperform N across $h$, and for smaller $h$, EE is actually better than BD (see Figures 4, 8, 12). The bias correction in (3.5) works rather well when $L=4$.
respect to bandwidth, $h=0.8$ (Figure 1) is too large, none of EE, BD, N working well. For the suppressed $n=400$ case, in general BD approximates ED as well as EE and better than N.

(Figures 13-16 about here)

Figures 13-16 focus more on effects of bias correction, comparing the BD approximations of $F^{*}$, $F^{+}$, $F^{-}$, ED and N. The dashed and dotted line indicates $F^{*}$, the shorter dashed line is $F^{+}$, while the longer dashed line is $F^{-}$. Figure 13 considers $(n,h,L)=(100,0.6,4)$, where the bias in $Z^{-}$ is expected to be relatively large, and indeed $Z^{*}$ and $Z^{+}$ both work much better. On the other hand in Figures 14, 15 and 16 $h=0.2$, so small bias is expected due to undersmoothing. Clearly $Z^{*}$ performs worst, whereas $Z^{-}$ is best for $L=8,10$ and it is hard to choose between $Z^{*}$ and $Z^{-}$. For the larger $L$ bias corrections increase variance, and even when $L=4$ $Z^{*}$ does very poorly; in general $\bar{z}_{1}$ is quite sensitive to choice of $c$, and overall $Z^{+}$ appears to slightly outperform $Z^{*}$.

We next compare hypothesis tests on $\widetilde{\mu}$, based on the normal, Edgeworth and bootstrap approximations to $F(z)$, namely the $N$-test, $E$-test and $B$-test introduced in the previous section.

(Table 1 about here)

Table 1 (a) reports results for two-sided tests, with nominal size 5%, of the null hypothesis $H_{0}: \mu = \mu_{0}$ against the alternative $H_{1}: \mu \neq \mu_{0}$, for $L=4,8,10,n=100,400$ and $h=0.2,0.4,0.6,0.8$ (with $\mu_{0} = -1/(8\pi)$, to correspond to $\beta=(1,1)^{T}$, $v=(1,0)^{T}$, under the normality). The empirical size of the $N$-test increases with $h$, consistent with the fact that the first term of the size distortion in (4.5), or the only first-order correction term remaining after double-siding, increases with $h$, since $\kappa_{2} > 0$. The empirical size of the
$B$-test is closer to 5% than that of the $N$-test in 21 cases out of 24, with 2 ties, the $N$-test dominating, slightly, in only the case $(n,h,L)=(400,0.8,8)$. The poor performance of the $N$-test can be explained by (2.6). Since $\kappa_2 > 0$, small $h$ yields larger dispersion, especially around $z = \pm 1$, so the critical values of the $N$-test tend to be too large in absolute value, resulting in smaller empirical size. For larger $h$, size distortion is due to bias. Double-siding should theoretically cancel the bias, but our Monte Carlo study shows that the distortion is not negligible. The $E$-test tends to outperform the $B$-test for small $h$, and vice versa, but overall they behave similarly.

Table 1(b),(c) reports corresponding results for one-sided tests against $H_0: \bar{\mu} < \mu_0$ and $H_0: \bar{\mu} > \mu_0$. The $N$-test performs very poorly in all cases, and almost always worse than the $B$-test and $E$-test.

We also studied the ability of the bootstrap to cope with the curse of dimensionality, considering larger values of $d$. We tried $d=3,4$, but report results only for $d=4$ because those for $d=3$ are somehow intermediate between the ones for $d=2$ and $d=4$. The model here is still (5.1), with $(X_t^r, \epsilon_t) \sim \mathcal{N}(0, I_3)$, $\beta=(1,1,1,1)^T$, $\nu=(1,0,0,0)^T$. We obtained results for all combinations of $h=1.0,0.8,0.6,0.4,0.2$, $n=100$ and $L=4,8,10$, but only report results for $h=1.0,0.8,0.6,0.4$, bearing in mind that $h$ should increase with $d$. Table 2 (a) and Table 2 (b), (c) respectively show empirical size of two-sided and one-sided tests for 5% nominal size.

(Table 2 about here)

Comparing Tables 1 (a) and 2 (a), and Tables 1 (b), (c) and 2 (b), (c), we find in general that increasing $d$ clearly increases size distortion in magnitude for the $N$-test, but has relatively little impact on the $B$-test. For example, taking $L=4$, the $N$-test has empirical size 0.3%, 2.1%, 6.3% and 13.0% for $h=0.2,0.4,0.6,0.8$ respectively when $d=2$, compared
with 0.8%, 3.1%, 13.2% and 38.0% for $h=0.4, 0.6, 0.8, 1.0$, respectively, when $d=4$, whereas the $B$-test has sizes 1.3%, 3.0%, 5.1%, 6.8% when $d=2$, and 1.2%, 4.8%, 5.7%, 6.0% when $d=4$. Overall the $B$-test manifests greater resistance to the curse of dimensionality, especially in the one-sided tests of Table 2.

We examined the performance of the (infeasible) "optimal" bandwidth (4.8) and a feasible version of it, for the two-sided $N$-test when $d=2$. The infeasible version uses the true $(\kappa_1, \kappa_2) = (0.397, 1.724)$ as reported in NR0, while the feasible one uses estimates of $\kappa_1, \kappa_2$ proposed in NR0. We took $h_{ini} = 0.2, 0.4, 0.6, 0.8$ as the "initial" bandwidth for the estimation of $\kappa_1, \kappa_2$. The empirical sizes of the infeasible version in Table 3 (a) are quite close to the nominal ones of 5% when $n=400$, though less so when $n=100$. The empirical sizes of the feasible version, in Table 3 (b), are less satisfactory, but they are also less dispersed around the nominal size than those in Table 1(a).

(Table 3 about here)

6. Conclusions

With the aim of improving normal-based inference, we have established that a bootstrap achieves a valid Edgeworth correction for the density-weighted ADE. However, the bootstrap does not always produce the necessary bias reduction, and methods for incorporating it have been presented. This provides a refinement in one-sided testing. To discuss two-sided testing we developed an Edgeworth expansion of still higher order, and found that double-sided cancels some terms, to suggest that the bias-corrected bootstrap here incurs even less size distortion. We have proposed a choice of bandwidth, which is optimal in the sense of minimizing two-sided size distortion while being independent of nominal size. In Monte Carlo study of finite sample performance, the bootstrap was found to usually
improve on the normal approximation, though there is variability depending on the method of bias-correction, if any. We also presented limited Monte Carlo evidence that the bootstrap can suffer less from the curse of dimensionality than the normal approximation.

Our focus on the ADE of single index models was prompted by its relative simplicity, but is extremely narrow. In more general statistics, and other semiparametric estimates, details corresponding to those in the paper, both with respect to formal expansions and proofs of validity, will be even more complicated, possibly prohibitively so. Actual Edgeworth correction terms will depend on the particular model studied. However, it may be relatively obvious to see how to construct a sensible bootstrap procedure, and reasonable to suppose that our findings, building on those of Horowitz (1998, 2002), point to the potential for bootstrap-based inference to again provide improvements in moderate-sized samples. Of course, the choice of bandwidth, and bias correction, should be more or less dependent on the underlying model and the basic statistic. Undersmoothing informally "solves" both problems, but with respect to bias correction by \( \widehat{\delta}^+ \) and \( \widehat{\delta}^- \), the latter, more "direct" approach, may be the more convenient to extend.

APPENDIX A: Proof of Theorem 1

The qualification "almost surely" will be omitted hereafter. Let \( C \) denote a generic, finite, positive constant. We will make use of the following result for an unstudentized statistic. The proof is available from the authors upon request.

**Proposition**  \( E|Y|^8 < \infty \) for some \( \delta > 0 \) and (ii)-(xii),

\[
\sup_z \sup_{v, v' \in \{-1, 1\}} |F(z) - F^*(z)| = o\left(n^{-1/2} + n^{-1} h^{-d-2} + n^{1/2} h^L\right) \quad \text{a.s.}
\]

where
\[ F(z) = P(Z \leq z) \quad Z = n^{1/2} \sigma^{-1}(u - \mu) \]

and

\[ F^*(z) = P^*(Z \leq z) \quad Z^* = n^{1/2} \sigma^*^{-1}(u^* - \mu^*) \]


Proof of Theorem 1:

In view of Theorem A of NR1, it suffices to show

\[ \sup_{v^*} |F^*(z) - F^*(z)| = \sigma(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h^{-L}) \quad (A.1) \]

where we write \( \sup \) for \( \sup \sup \). Note that \( Z^* = \sigma^* \hat{\sigma}^*^{-1} \sigma^* Z^* \). Taylor's theorem gives

\[ \sigma^* \hat{\sigma}^*^{-1} = 1 + \hat{R}^* + \bar{R}^* \quad \text{where} \]

\[ \hat{R}^* = \frac{1}{2} \left( 1 - \sigma^{-2} \hat{\sigma}^* \right), \quad \bar{R}^* = \frac{3}{8} \left[ 1 + \rho(\sigma^{-2} \hat{\sigma}^* - 1) \right]^{-5/2} (\sigma^{-2} \hat{\sigma}^* - 1)^{2} \]

for some \( \rho \in [0, 1] \). Define \( U_i = Y_i \int K(x) f_i \left( (X_i - hX) \right) dx - \int K(x) f_i \left( (X_i - hX) \right) dx \), \( U_1 \neq U_i, V_i = \sigma^{-1}(u_i - E(u)) \), \( u_i = \nu^* U_i \), \( W_j = \sigma^{-1}(u_j - E(u)) - V_j \). Introduce the abbreviations \( T_{ij} = W_{ij} + V_j \), \( N_j = W_j + V_j \). Also define the bootstrap-related variates

\[ \tilde{V}_i = \frac{2}{n^{1/2}} \sum_{i=1}^{n} V_i, \quad \tilde{W}_i = n^{1/2} \left( \frac{n}{2} \right) \sum_{i=1}^{n} W_{ij} \quad \bar{V}_i = \frac{1}{n^{1/2}} \sum_{i=1}^{n} V_i, \quad \bar{W}_i = n^{1/2} \left( \frac{n}{2} \right) \sum_{i=1}^{n} W_{ij}, \quad \Delta^* = n^{1/2} h^L \theta_i \]

\[ \tilde{V}_i = E^*(V_j W_{ij} | i \quad \tilde{W}_i = E^*(W_{ij} W_{ij} | j \quad \kappa^* \quad \text{such that} \quad E^*(\cdot | i \quad \tilde{V}_i, \quad Y_i, \quad j = 1, \ldots, r) \quad \text{we have (cf. NR1)} \quad \tilde{T}^* = T^* + Q^* + \bar{R}^* \]

\[ T^* = T_1^* + T_2^* + T_3^* \quad R^* = R_1^* + R_2^* + R_3^* + R_4^* + R_5^* + R_6^* \quad \text{where} \]

\[ T_1^* = \frac{4n}{(n-2)^2} E^*(W_{i2}^2) \quad T_2^* = \frac{1}{n} \sum_{i=1}^{n} \left( 4V_i^2 - 1 + 8V_i \right) \quad T_3^* = 4\left( \frac{n}{2} \right) \sum_{i=1}^{n} W_{ij} \]

\[ Q^* = 4\left( \frac{n}{2} \right) \sum_{i<j} \left( V_i + V_j \right) W_{ij} - V_i - V_j \]

\[ R_1^* = -4\left( \frac{n}{2} \right) \sum_{i<j} V_i V_j \quad R_2^* = \frac{4}{n-2} \left( \frac{n}{2} \right) \sum_{i=1}^{n-1} \sum_{k<m}^{(i)} \left( W_{ik}^* W_{km}^* - \right) \]

\[ R_3^* = \frac{4n}{(n-2)^2} \left( \frac{n}{2} \right) \sum_{i<j} \left( W_{ij}^2 - W_{ij}^* - W_{ij}^* + E^*(W_{i2}^2) \right) \]

\[ R_4^* = \frac{8}{(n-2)^2} \sum_{i=1}^{n} \left( W_{ii}^* - E^*(W_{i2}^2) \right) \quad R_5^* = -4n(n-1) \left( \frac{n}{2} \right) \sum_{i=1}^{n} W_{ij}^* \]
\[ R_6^* = -\frac{8}{n} \left( \frac{n-1}{2} \right)^{-1} \sum_{i=1}^{n} \sum_{k \leq m}^{(i)} V_i^* W_{km}^* \]

where \( \sum_{k \leq m}^{(i)} \) denotes summation with respect to \( k \) and \( m \) for \( 1 \leq k < m \leq n \) but excluding \( k=i \) and \( m=i \). Because \( Z^* = \bar{V}^* + \bar{W}^* + \Delta^* \), we have \( Z^* = (1 + R^* + R^*) (\bar{V}^* + \bar{W}^* + \Delta^*) \), so by a standard inequality the left side of (A.1) is bounded by

\[ \sup_z |P^*((1 + T^* + Q^*) (\bar{V}^* + \bar{W}^*) + \Delta^*) - F^*(z)| + P^* \left( |(R^* + R^*) (\bar{V}^* + \bar{W}^* + \Delta^*) + (T^* + Q^*) \Delta^*| \geq a_n \right) + O(a_n) \quad (A.3) \]

for \( a_n > 0 \). Taking \( a_n = \max(n^{-1/2}, n^{-1}h^{-d-2}, n^{1/2}h^{L}) / \log n \), we bound the second term of (A.3) by

\[ P^* \left( |(R^* + R^*) (\bar{V}^* + \bar{W}^* + \Delta^*)| \geq \frac{a_n}{2} \right) + P^* \left( |(T^* + Q^*) \Delta^*| \geq \frac{n^{1/2}h^{L}}{2\log n} \right) \]

\[ \leq P^* \left( |R^* + R^*| \geq \frac{a_n}{2\log n} \right) + P^* \left( |\bar{V}^* + \bar{W}^* + \Delta^*| \geq \log n \right) \]

\[ + P^* \left( |(T^* + Q^*) \Delta^*| \geq \frac{n^{1/2}h^{L}}{2\log n} \right). \quad (A.4) \]

The second term on the right of (A.4) is \( o(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h^{L}) \) similarly to the derivation of (3.14) of NR1 using Theorem 1 of NR0 and the Proposition. The first term can be handled as in (3.5)-(3.8) of NR1, appealing to Lemmas B.15-24, and shown to be \( o(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h^{L}) \). The last term on the right of (A.4) is \( o(n^{-1/2} + n^{-1}h^{-d-2}) \), similarly to (3.15) of NR1, by Markov’s inequality, Lemmas B.15-18 and

\[ \Delta^* = n^{1/2}h^{L} \{ \kappa_1 + o(1) \} \quad (A.5) \]

which is straightforward because \( \kappa_1 \rightarrow \kappa_1 \) (see the proof of Theorem 2 of NR0).

Write \( b_2^* = \bar{V}^* \), \( b_3^* = \bar{W}^* \), \( b_4^* = (T^* + Q^*) \bar{V}^* \), \( b_5^* = (T^* + Q^*) \bar{W}^* \), \( b_1^* = b_2^* + b_3^* \), \( b_2^* = b_2^* + b_3^* \), \( B^* = b_1^* + b_1^* \), and define

\[ \chi^*(t) = \int e^{itz} dF^*(z) \]
\[ e^{-\frac{t^2}{2}} \left[ 1 + \left\{ n^{1/2}h L_1 - \frac{4(\kappa_3 + 2\kappa_4)}{n^{1/2}} \right\} (i t) \\
- \frac{\kappa_2}{nh^{d-2}} (i t)^2 - \frac{4(2\kappa_3 + 3\kappa_4)}{3n^{1/2}} (i t)^3 \right] , \]

using (2.7). For \( N_0 = \log n \min \left( \epsilon n^{1/2}, nh^{d-2} \right) \), where \( \epsilon^* = (E^*|2V_1^3|)^{-1} \leq \{ E^*|2V_1^3| \}^{-3/2} = 1 \), Esseen’s smoothing lemma (see e.g. Chung (1974), p.227) bounds the first term of (A.3) by

\[
\int_{-N_0}^{N_0} \left| \frac{E* e^{i t (B^*+\Delta)}}{t} - \frac{\chi^*(t)}{t} \right| dt + O(N_0^{-1}) = (I) + (II) + (III) + o(n^{-1/2} + n^{-1}h^{-d-2}) , \quad (A.6)
\]

where

\[
(I) = \int_{-p'}^{p'} \left| \frac{E* e^{i t (B^*+\Delta)}}{t} - \frac{\chi^*(t)}{t} \right| dt , \quad (II) = \int_{p' \leq |t| \leq N_0} \left| \frac{E* e^{i t (B^*+\Delta)}}{t} \right| dt ,
\]

\[
(III) = \int_{|t| \geq p} \left| \frac{\chi^*(t)}{t} \right| dt ,
\]

for \( p = \min (\epsilon n^{1/2}, \log n) \), \( p' = \min (\log n, \epsilon n^{1/2}, nh^{d-2}) \), such that \( \epsilon \) satisfies \( 0 < \epsilon \leq \epsilon^* \). It remains to show that

\[
(I), (II), (III) = o(n^{-1/2} + n^{-1}h^{-d-2} + n^{1/2}h L) . \quad (A.7)
\]

(III) is handled in (3.47) of NR1. We estimate (I). Writing \( \tilde{b}_2 = b_2 + \tilde{b}_2'' \) where \( \tilde{b}_2' = T^* \tilde{V}^* \) and \( \tilde{b}_2'' = Q^* \tilde{V}^* \), we obtain, similarly to (3.18)-(3.28) of NR1,

\[
E^*\{ e^{i t (B^*+\Delta)} \} = e^{-\frac{t^2}{2}} \left[ 1 + \left\{ \Delta^* - \frac{4E^*(V_1^3)}{n^{1/2}} - \frac{8E^*(W_1^2 V_1 V_2^2)}{n^{1/2}} \right\} (i t) - \frac{E^*(W_1^2)^2}{n} (i t)^2 \\
- \frac{4\{ E^*(V_1^3) + 3E^*(W_1^2 V_1^2 V_2^2) \}}{3n^{1/2}} (i t)^3 \right] + D_n , \quad (A.8)
\]

where

\[
D_n = O \left( \left\{ e^{-\frac{t^2}{2}} \frac{|t|^3}{n^{1/2}} + o(n^{-1/2}(t^6 + |t|^3) e^{-\frac{t^2}{4}}) \right\} \left\{ \frac{t^2}{n^{2h} n^{d-2}} + \frac{|t|^3 + |t|}{n^{1/2}} + A_n \right\} \right) + e^{-\frac{t^2}{2}} (|t| n^{1/2} h + t n^{1/2} h + t n^{1/2} h^2) \left( \frac{t^2}{n^{2h} n^{d-2}} + \frac{|t|^3 + |t|}{n^{1/2}} + A_n \right) \]
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\begin{align*}
&+ (|t| n^{1/2} h^L + t^2 n h^{2L}) \left\{ e^{-\frac{t^2}{2}} \frac{|t|^3}{n^{1/2}} + o \left( n^{-1/2} (t^6 + |t|^3) e^{-\frac{t^2}{4}} \right) \right\} \\
&\times \left( 1 + \frac{t^2}{n^{2h/4+2}} + \frac{|t|^3 |t|}{n^{1/2}} + A_n' \right) \\
&+ (|t| + t^2 n^{1/2} h^L + |t|^3 n h^{2L}) \{ E^* |\tilde{\delta}_2^{s''} + \tilde{\delta}_3^* | + |t| (E^* (\tilde{\delta}_2^{s''}) + E^* |\tilde{\delta}_2^{s''} \tilde{b}_3^* |) \} \tag{A.9}
\end{align*}

\section*{A.10}

By Hölder’s inequality and Lemmas B.5 and B.14-B.18,
\begin{align*}
E^* |\tilde{\delta}_2^{s''}| &\leq \left[ E^* (Q^{s''}) E^*(\tilde{V}^{s''}) \right]^{1/2} = O(n^{-1} h^{-d/2}) \tag{A.11}
\end{align*}

\begin{align*}
E^* |\tilde{\delta}_3^*| &\leq \left[ (E^* \tilde{T}^{s'} Q^{s''})^2 \tilde{E}^*(\tilde{V}^{s''}) \right]^{1/2} = O((n^{1/2} n^{-1} h^{-d/2}) (n^{-1} h^{-d/2})^{1/2}) \tag{A.12}
\end{align*}

Lemmas B.14-B.17 and Hölder’s inequality give
\begin{align*}
E^*(\tilde{\delta}_2^{s''}) &\leq C \{ T_1 \tilde{E}^*(\tilde{V}^{s''}) + E^* |\tilde{T}_2\tilde{V}^{s''}|^2 + E^* |\tilde{T}_3\tilde{V}^{s''}|^2 \} \\
&\leq C \{ T_1 \tilde{E}^*(\tilde{V}^{s''}) + \left[ E^*(T_2^{s'}) \tilde{E}^*(\tilde{V}^{s''}) \right]^{1/2} + \left[ E^*(T_3^{s'}) \tilde{E}^*(\tilde{V}^{s''}) \right]^{1/2} \}
= O(n^{-1} + n^{-2} h^{-2d/4}) \tag{A.13}
\end{align*}

Hölder’s inequality, (A.13) and Lemma B.5 yield
\begin{align*}
E^* |\tilde{\delta}_2^{s''} \tilde{b}_3^* | = \left[ E^*(\tilde{\delta}_2^{s''}) E^*(\tilde{b}_3^{s''}) \right]^{1/2} = O((n^{1/2} + n^{-1} h^{-d/2}) (n^{-1} h^{-d/2})^{1/2}) \tag{A.14}
\end{align*}

We have, putting \( v_i = \sigma^{-1} \nu^\top \{ Y_i f \ell (X_i) - e \ell (X_i) \} \),
\begin{align*}
E^*(V_1^3) = \frac{1}{n \sigma^3} \sum_{r=1}^n \left( \frac{1}{n} \sum_{i=1}^n u_{ij} - \frac{1}{n} \right) \Rightarrow E(v_1^3) \tag{A.15}
\end{align*}

due to (B.2) of NR0 and Lemma B.1-(d), and
\begin{align*}
E^* (W_0^{s''}) = h^{-d/2} \{ \kappa_2 + o(1) \} \tag{A.16}
\end{align*}

due to Lemma 12 of NR0 and Lemma B.4-(a). By (A.5), (A.8), (A.16)
\begin{align*}
(1) &\leq \int_{-\log n}^{\log n} \left| \frac{E^* e^{it (B'' + \Delta^*)} - \chi^*(t)}{t} \right| dt = o \left( n^{-1/2} + n^{-1} h^{-d/2} + n^{1/2} h^L \right) \tag{A.17}
\end{align*}

We evaluate (II) by partitioning the range of integration into two parts, \( p \leq |t| \leq N_1 \)

and \( N_1 \leq |t| \leq N_0 \), for \( N_1 = \min \{ e \cdot n^{1/2}, n h^{-d/2} \} \). Because (3.33), (3.35)-(3.43) of NR1 hold for bootstrapped statistics and bootstrap moments due to Lemmas B.1-B.4, B.6-B.13, we obtain, using Lemma B.25-(a), (b),
\begin{equation}
\int_{p \leq |r| \leq N} \left| \frac{E^* e^{it(B^* - \Delta')}}{t} \right| dt = \int_{p \leq |r| \leq N} \left| \frac{E^* e^{itB^*}}{t} \right| dt = o \left( n^{-1/2} + n^{-1}h^{-d-2} \right), \tag{A.18}
\end{equation}

\begin{equation}
\int_{N \leq |r| \leq N_0} \left| \frac{E e^{itB^*}}{t} \right| dt = o \left( n^{-1/2} + n^{-1}h^{-d-2} \right), \tag{A.19}
\end{equation}
similarly to (3.45) and (3.46) of NR1. Therefore, by (A.18) and (A.19),

\begin{equation}
(II) = o \left( n^{-1/2} + n^{-1}h^{-d-2} \right), \tag{A.20}
\end{equation}
to complete the proof. \hfill \square

**APPENDIX B: Technical Lemmas for the Proof of Theorem 1**

The proofs of Lemmas B.1-6 and B.19-25 below are contained in a separate document which may be obtained from the authors on request. The proofs of Lemmas B.7-13 involve identical techniques and the orders of bootstrapped moments are the same as those of the corresponding moments, given in Lemmas 1-8 of NR1.

**Lemma B.1:**

(a) $E^* (V_1^r) = 0$, $E^* (2V_1^r)^2 = 1$, $E^* (W_{12}^r) = 0$.

(b) $E^* (W_{12}^r | 1^*) = E^* (W_{12}^r | 2^*) = 0$.

Under (i), (iii), (iv), (v), (vii), (viii) and (ix),

(c) $E^* u^* - Eu = o \left( (\log n)^{-3} \right)$.

Under (i), (iii), (iv), (v), (vi), (vii) and (viii),

(d) $\sigma^{r2} = \sigma^2 + o \left( (\log n)^{-3} \right)$, $\sigma^{*r} = \sigma^{-r} + o \left( (\log n)^{-3} \right)$, $r \geq 1$.

Under $E(Y^g) < \infty$, (iii), (iv), (v), (vi), (vii), (viii) and (ix),

(e) $E^* (V_1^{*4}) = O(1)$.

Under (i), (iii), (iv), (v), (vi), (vii), (viii) and (ix),

(f) $E^* (V_1^{*8}) = O(1)$.
LEMMMA B.2:
\[ \tilde{V}^* - \tilde{V}^*(m) \text{ and } \tilde{W}^* - \tilde{W}^*(m) \text{ are independent of } (X_1^*, Y_1^*), \ldots, (X_m^*, Y_m^*) \text{ conditional on } (X_1^*, Y_1^*), \ldots, (X_n^*, Y_n^*). \]

LEMMMA B.3:
Under (i), (iii), (iv), (v), (vi), (vii), and (viii),
\[ |E^*(W_{12}V_1V_2) - E(W_{12}V_1V_2)| + O(1) = O(h^{-r-1}) \quad \text{for} \quad r = 1, 2, 3, 4. \]

LEMMMA B.4:
Under (i), (iii), (iv), (v), (vi), (vii), and (viii),
(a) \[ E^*|W_{12}^r| = O(h^{-r-1}) \quad \text{for} \quad r = 1, 2, 3, 4. \]

(b) \[ E^*|W_{12}^r W_{12}^r| = O(h^{-2r+2}) \quad \text{for} \quad r = 1, 2. \]

LEMMMA B.5:
Under (i), (iii), (iv), (v), (vi), (vii), (viii) and (ix),
\[ E^*|\tilde{W}^*(m)|^3 = O\left(\frac{m}{n^2 h^{d+1}}\right)^{\frac{3}{2}}, \]
In particular \[ E^*|\tilde{W}^*(n-1)|^3 = O\left(\frac{1}{n^{-1} h^{-d-2}}\right)^{\frac{3}{2}}. \]

LEMMMA B.6:
Under (i'), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^*|V_1^r W_{12}^r| = E^*|V_1^r W_{12}^r| = O(h^{-r-1}) \quad \text{for} \quad r = 2, 3, 4. \]

LEMMMA B.7:
Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ \tilde{E}^*|V_1^r| = O(1) \quad \text{for} \quad 1 \leq r \leq 6. \]

LEMMMA B.8:
Under (i), (iii), (iv), (v), (vi) and (viii),
(a) \[ \tilde{E}^*|W_{11}^r| = O(h^{-r(d+2)}) \quad \text{for} \quad 1 \leq r \leq 3, \]

(b) \[ \tilde{E}^*|W_{11}^r| = O(h^{-r(d-2r)}) \quad \text{for} \quad 1 \leq r \leq 6. \]
LEMMA B.9: Under (i), (iii), (iv), (v), (vi), (vii) and (viii), for
\[
d_i = (4V_i^2 - 1) + 8V_i^*,
\]
(a) \( E^*|d_i^* V_2^*|' = O(1) \) for \( 1 \leq r \leq 3 \),
(b) \( E^*|d_i^* V_1^*|' = O(1) \) for \( 1 \leq r \leq 2 \).

LEMMA B.10: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[
E^*|W_{i2}^* V_i V_3|' = O(h^{-(r-1)d-r}) \quad \text{for} \quad 1 \leq r \leq 3, \quad i = 1, 2,
\]
\[
E^*|W_{i2}^* V_i^*|^2 = E^*|W_{i2}^* V_i^*|^2 = O(h^{-(r-1)d-r}) \quad \text{for} \quad 1 \leq r \leq 2.
\]

LEMMA B.11: Under (i), (iii), (iv), (v), (vi), (vii) and (viii), for
\[
e_i = 4 \left\{ \left( V_i^* + V_j^* \right) W_{ij}^* - V_i^* - V_j^* + \frac{n}{(n-2)} W_{ij}^* \right\},
\]
(a) \( E^*|e_i^* V_3^*|' = O(h^{-(r-1)d-2r}) \) for \( 1 \leq r \leq 3 \),
(b) \( E^*|e_i^* V_1^*|' = E^*|e_i^* V_2^*|' = O(h^{-(r-1)d-2r}) \) for \( 1 \leq r \leq 2 \).

LEMMA B.12: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[
E^*|d_i^* W_{i2}^*|' = O(h^{-(r-1)d-r}) \quad \text{for} \quad 1 \leq r \leq 3,
\]
(b) \( E^*|d_i^* W_{i2}^*|' = E^*|d_i^* W_{i2}^*|' = O(h^{-(r-1)d-r}) \quad \text{for} \quad 1 \leq r \leq 2 \).

LEMMA B.13: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[
E^*|W_{i2}^* W_{i2}^*|' = O(h^{-(2r-1)d-3r}) \quad \text{for} \quad 1 \leq r \leq 3,
\]
\[E^*|W_{i2}^* W_{i3}^*|' = O(h^{-2(r-1)d-3r}) \quad \text{for} \quad 1 \leq r \leq 3, \quad i = 1, 2,
\]
\[E^*|W_{i2}^* W_{i4}^*|' = O(h^{-2(r-1)d-3r}) \quad \text{for} \quad 1 \leq r \leq 6 \).
\]

LEMMA B.14: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^* |\tilde{V}^*|^r = O(1) \quad \text{for } 2 \leq r \leq 4 \]

**LEMMA B.15**: Under (i), (v), (vi), (vii) and (viii)
\[ |T_1^*|^r = O(n^{-r} h^{-r(d-2)}) \quad \text{for } r \leq 4 \]

**LEMMA B.16**: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^* |T_2^*|^r = O(n^{-\frac{r}{2}}) \quad \text{for } r = 2, 3, 4 \]

**LEMMA B.17**: Under (i), (iii), (iv), (v), (vi) and (viii),
\[ E^*(T_3^{*4}) = O(n^{-r} h^{-(r-1)d-2r}) \quad \text{for } r = 2, 3, 4 \]

**LEMMA B.18**: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^*(Q^{*2}) = O(n^{-3} h^{-d-2}) \]

**LEMMA B.19**: Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^*(R_1^{*2}) = O(n^{-2}) \]

**LEMMA B.20**: Under (i), (iii), (iv), (v), (vi) and (viii),
\[ E^*(R_2^{*2}) = O(n^{-3} h^{-2d-4}) \]

**LEMMA B.21**: Under (i), (iii), (iv), (v), (vi) and (viii),
\[ E^*(R_3^{*2}) = O(n^{-4} h^{-3d-4}) \]

**LEMMA B.22**: Under (i), (iv), (v), (vi) and (viii),
\[ E^*(R_4^{*2}) = O(n^{-3}h^{-2(d+2)}) \]

**Lemma B.23:** Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^*(R_5^{*2}) = O(n^{-4}h^{-2(d+2)}) \]

**Lemma B.24:** Under (i), (iii), (iv), (v), (vi), (vii) and (viii),
\[ E^*(R_6^{*2}) = O(n^{-3}h^{-d-2}) \]

**Lemma B.25:** Under (i), (ii), (iii), (iv), (v), (vi), (vii), (viii), (ix) and (x),
(a) for \( p \leq |t| \leq \varepsilon n^{1/2} \), \( |\gamma^*(t)| \leq \exp \left(-\frac{t^2}{3}n\right) \),
(b) for \( \varepsilon n^{1/2} \leq |t| \leq n^{1/2}\log n \), there exists \( \eta \in (0, 1) \) such that, for large enough \( n \), \( |\gamma^*(t)| \leq 1 - \eta \), where \( \gamma^*(t) = E^*[w_i^*(t)] \), \( w_i^*(t) = e^{2itn^{-1/2}i} \).

**Appendix C: Proof of Theorem 2**

Because \( K(-u) = K(u) \) and \( K'(-u) = -K'(u) \), \( \tilde{b}^* \) has a U statistic form with kernel
\[ p_{\tilde{b}} = \frac{1}{2h^{d+1}} \int \int \left[ K' \left( \frac{X_i - X_j}{h} + u - v \right) - K' \left( \frac{X_i - X_j}{h} \right) \right] K(u) K(v) \, du \, dv \]

Putting \( P_i = E(P_{ij} | X_i, Y_i) - E(P_{12}) \) and \( Q_i = P_{ij} - P_i - P_j - E(P_{12}) \),
\[ \tilde{b}^* = \frac{2}{n} \sum_{i=1}^{n} P_i + \left( \frac{n}{2} \right)^2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} Q_{ij} + E(P_{12}) \]

It suffices to show the following:
\[ E P_{12} - (E(U - \tilde{b})) = o(h^L) \]  \hfill (C.1)
\[ \frac{1}{n} \sum_{i=1}^{n} P_i = o_p(h^L) \]  \hfill (C.2)
\[ \left( \frac{n}{2} \right)^2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} Q_{ij} = o_p(h^L) \]  \hfill (C.3)

We first show (C.1). Change of variables and integration by parts give
\[ E(P_{12} | X_1, Y_1) = \frac{Y_1}{2} \int \int K(z) K(u) K(v) \left[ f' \left( X_1 - h(z - u + v) \right) - f' \left( X_1 - hz \right) \right] \, du \, dv \, dz \]
\[-\frac{1}{2} \int \int K(z) K(u) K(v) \{ e^{\prime}(X_i - h(z - u + v)) - e^{\prime}(X_i - hz) \} du \, dv \, dz \quad \text{(C.4)}\]

Using (v) and (viii) and assuming without loss of generality that $L$ is even, Taylor expansion around $h=0$ gives

\[
\int \int K(z) K(u) K(v) \, e^{\prime}(X_i - hz) \, dz \, du \, dv = \int K(z) \, e^{\prime}(X_i - hz) \, dz
\]

\[
= e^{\prime}(X_i) + \frac{h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i e_i(X_i) + o(h^L),
\]

where $\tilde{K}_i = \int \prod_{i=1}^d x_i^{l_i} K(x_i) \, dx$, $g_i(x) = \Delta^{(l_1, \ldots, l_d)} g^{\prime}(x)$ for a generic function $g$. Similar calculation gives

\[
\int \int K(z) \, e^{\prime}(X_i - h(z - u + v)) \, dz \, K(u) K(v) \, du \, dv
\]

\[
= e^{\prime}(X_i) + \frac{3h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i e_i(X_i) + o(h^L).
\]

Therefore the last integral on the right of (C.4) is

\[
\frac{2h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i e_i(X_i) + o(h^L). \quad \text{(C.5)}
\]

Likewise the first integral on the right of (C.4) is

\[
\frac{2h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i f_i(X_i) + o(h^L). \quad \text{(C.6)}
\]

Because

\[
EU - \overline{\theta} = E \left[ Y_i \int K(z) \{ f^{\prime}(X_i - hz) - f^{\prime}(X_i) \} \, dz - \int K(z) \{ e^{\prime}(X_i - hz) - e^{\prime}(X_i) \} \, dz \right]
\]

\[
= E \left[ \frac{Y_i^2 h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i f_i(X_i) - \frac{h^L}{L!} \sum_{0 \leq l_1, \ldots, l_d \leq L} \sum_{l_1 \leq \ldots \leq l_d \leq L} \tilde{K}_i e_i(X_i) \right] + o(h^L),
\]

we obtain $E(P_{12}) - (EU - \overline{\theta}) = E[E(P_{12} | X_1, Y_i)] - (EU - \overline{\theta}) = o(h^L)$ by (i).

Manipulation similar to that in the proof of Lemmas 2 and 7 of NR00 yields $Var \left( \sum_{i=1}^n P_i \right) = O(nh^{2L})$ using (C.4)-(C.6), (i), (iv) and (v), which justifies (C.2). To prove (C.3), noting we can show $E(Q_{12}^2) = O(h^{-d+2})$ similarly to Lemma 4 of R, we have

\[
Var \left\{ h^{L} \binom{n}{2} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} Q_{ij} \right\} = \frac{E(Q_{12}^2)}{h^L \binom{n}{2} n(n-1)} = O \left( \frac{1}{h^{2L} n^2 h^{d-2}} \right) = o(1). \quad \square
\]
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APPENDIX D: Formulae for \( m_1, m_2 \) and proof of Theorem 4

Writing \( l = L/2 - 1 \), we have

\[
\begin{align*}
m_1(t) &= \frac{\phi(t / \sqrt{3})}{\sqrt{3}} \sum_{h=0}^{l} \sum_{i=0}^{l} \sum_{j=0}^{l} \xi_h \xi_i \xi_j \tau_{hij} (2h+1)!(2i)!(2j)! , \\
m_2(t) &= \frac{\phi(t / \sqrt{3})}{\sqrt{3}} \sum_{h=0}^{l} \sum_{i=0}^{l} \sum_{j=0}^{l} \xi_h \xi_i \xi_j \omega_{hij} (2h)!(2i)!(2j)! ,
\end{align*}
\]

where

\[
\begin{align*}
\xi_i &= 2 \zeta_i - \zeta_i , \quad i = 0, \ldots, l - 1 , \\
\xi_{i+1} &= - \zeta_i , , \\
\tau_{hij}(t) &= \sum_{h_1+h_2+h_3=2h+1} \frac{(1/\sqrt{3})^{h_1}(1/\sqrt{6})^{h_2}(1/3)^{h_3}}{h_1!h_2!h_3!} \\
&\times \sum_{i_1+i_2=2i} \frac{(1/\sqrt{2})^{i_1}(1/3)^{i_2}}{i_1!i_2!} \sum_{j_1+j_2+j_3=2j} \frac{(1/\sqrt{2})^{j_1}(1/\sqrt{6})^{j_2}(1/3)^{j_3}}{j_1!j_2!j_3!} \\
&\times \chi_{h_1+i_1+j_1} \psi_{h_2+i_2+j_2} \psi_{h_3+i_3+j_3} ,
\end{align*}
\]

where each primed sum is over all non-negative values of the subscript indices subject to the stated equality, and

\[
\begin{align*}
\chi_j &= 1, \quad j = 0 , \\
&= 0 , \quad j \text{ odd}, \\
&= \prod_{i=1}^{j / 2} (j - 2i + 1) , \quad j \text{ even},
\end{align*}
\]

Thus, many of the summands in \( \tau_{hij}(t) \), \( \omega_{hij}(t) \) will be zero. Note that, for \( i = 0, \ldots, l \), \( \zeta_i \) is the \((i+1)\)-th element of the vector \( V^{-1}v \), where \( v \) is the first column of the \((l+1)\times(l+1)\) identity matrix and \( V \) is the \((l+1)\times(l+1)\) Hankel matrix with \((i,j)\)-th element \( \chi_{2i+2j+4} \).

To establish (3.7), with these \( m_i \), note from (3.1) that \( K'(x) \) has \( j \)-th element \( k'(x_j) \Pi_{i=1,j \neq j}^d k(x_i) \), where \( k'(x) = (d/dx) k(x) \). Thus \( M(t) \) has \( j \)-th element \( \tilde{m}_j(t) \Pi_{i=1,j \neq j}^d \tilde{m}_x(t_j) \), where

\[
\tilde{m}_1(t) = \int k'(t + w + x) k(w) k(x) dw dx , \quad \tilde{m}_2(t) = \int k(t + w + x) k(w) k(x) dw dx .
\]

It remains to show that \( \tilde{m}_i = m_i \), \( i = 1, 2 \), under (3.2), (3.3). We do this only for \( i = 1 \), the
proof for \( i = 2 \) being essentially identical. Change of variables gives

\[
\tilde{m}_1(t) = \int q_1(w) \rho_1(x) \rho_1(w-x-t) \phi(w) \phi(x) \phi(w-x-t) \, dw \, dx,
\]

where

\[
q_1(x) = k'(x) / \phi(x) = \sum_{i=0}^{l} \xi_i x^{2i+1}.
\]

Using the identity

\[
w^2 + x^2 + (w-x-t)^2 = (\sqrt{2}w-x/\sqrt{2} - j/\sqrt{2})^2 + (\sqrt{3}z/\sqrt{2} + z/\sqrt{6})^2 + z^2/3,
\]

a change of variables gives

\[
\tilde{m}_1(t) = \frac{\phi(t/\sqrt{3})}{\sqrt{3}} \int q_1 \left( \frac{w}{\sqrt{2}} + \frac{x}{\sqrt{6}} + \frac{t}{3} \right) \rho_1 \left( \frac{2}{3}x - \frac{t}{3} \right) \rho_1 \left( \frac{w}{\sqrt{2}} - \frac{x}{\sqrt{6}} - \frac{t}{3} \right)
\times \phi(w) \phi(x) \, dw \, dx.
\]

The proof is completed by applying the multinomial theorem to the summands of \( \rho_1 \) and \( q_1 \) and noting that \( \chi_j \) is the \( j \)-th moment of a standard normal variate.

**APPENDIX E: Details and proof of Theorem 5**

We have

\[
p_1(z) = -\frac{4}{3} \left\{ (2z^2+1) \delta_3 + 3(z^2+1) \delta_4 \right\}, \quad p_2(z) = \delta_6 (z^2-13) / 3,
\]

\[
p_3(z) = -\delta_1 \delta_2 (z^2+1), \quad q_1(z) = \xi_1 z + \xi_2 (z^3+3z), \quad \xi_3 (z^5-10z^3+15z),
\]

\[
q_2(z) = \delta_2 (19z^3/6 - 3z/2), \quad q_3(z) = -\delta_1 \{ 4(\delta_3 + 2\delta_4) z + (8\delta_3/3 + 4\delta_4) (z^3-3z) \},
\]

where

\[
\delta_3 = E( V_1^3 ), \quad \delta_4 = E( W_{12} V_1 V_2 ), \quad \delta_5 = h^{d-2} E( W_{12}^2 (V_1 + V_2) ), \quad \delta_6 = h^{d-3} E( W_{12} W_{13} W_{23} ),
\]

\[
\delta_7 = E( W_{12} V_1 V_2 (V_1 + V_2) ), \quad \delta_8 = E( W_{12} W_{13} V_2 V_3 ), \quad \delta_9 = E( V_1^4 ),
\]

\[
\xi_1 = 64 (\delta_3 + 2\delta_4)^2 + 1 - 16 \delta_7 - 16 \delta_8,
\]

\[
\xi_2 = \frac{64}{3} (\delta_3 + 2\delta_4) (2\delta_3 + 3\delta_4) + \frac{1}{2} - 8\delta_7 - 8\delta_8 - 4\delta_9, \quad \xi_3 = \frac{8}{9} (2\delta_3 + 3\delta_4)^2 .
\]

**Proof of Theorem 5**
Consider (4.5). Write
\[
\begin{align*}
n^{1/2} \sigma^{-1}(u - \mu) &= \frac{2}{\sqrt{n}} \sum_{i=1}^{n} V_i + n^{1/2} \left( \sum_{i=1}^{n} \sum_{j \neq i}^{n} W_{ij} \right) + n^{1/2} \sigma^{-1}(E u - \mu) \\
&= \bar{V} + \bar{W} + \Delta.
\end{align*}
\]
Letting \( S = 4 \text{Var}(U_i) \), \( s^2 = \sigma^2 \nu^2 S \nu \), Taylor's theorem gives
\[
\sigma\hat{\sigma}^{-1} = s^{-1} - s^{-3} \left( \sigma^{-2} \hat{\sigma}^2 - s^2 \right) + \frac{3s^{-5}}{8} \left( \sigma^{-2} \hat{\sigma}^2 - s^2 \right)^2 - \frac{5}{16} \left( s^2 + \theta \left( \sigma^{-2} \hat{\sigma}^2 - s^2 \right) \right)^{-7/2} \left( \sigma^{-2} \hat{\sigma}^2 - s^2 \right)^3
\]
for some \( \theta \in [0, 1] \). Put \( \bar{V}_i = E(V_i W_{ij} | i) \), \( \bar{W}_{jk} = E(W_{ij} W_{ik} | j, k) \), and let
\[
\bar{R} = T + Q + R, \quad T = T_1 + T_2 + T_3, \quad Q = Q_1 + Q_2, \quad R = R_1 + R_2 + R_3 + R_4 + R_5,
\]
where the \( T_i, Q_i, R_i \) are defined as in NR1 (noting that \( S^2 \) should be \( s^2 \) in their \( T_2 \)).

Writing \( \hat{Z} = (s^{-1} \bar{V} + \bar{R} + R') (\bar{V} + \bar{W} + \Delta) \), a standard inequality gives
\[
\sup_z |F(z) - F^{**}(z)| \leq \sup \left| P(B \leq z) - F^{**}(z) \right| + P \left( |Z - B| \geq a_n \right) + O(a_n), \quad (E.1)
\]
where \( B = B_2 + B_3 + B_2 + B_3 + B_4 + B_5 + s^{-1} \Delta(1 + T_1) \), for
\[
B_2 = s^{-1} \bar{V}, \quad B_3 = s^{-1} \bar{W}, \quad B_2 = (T + Q + R) \bar{V}, \quad B_3 = (T + Q) \bar{W},
\]
\[
B_4 = (T_2 + T_3 + Q) \Delta, \quad B_5 = \frac{3}{2} \left( (T + Q)^2 \bar{V} + T(T + Q) \bar{W} - (T + Q) R_4 \bar{V} \right),
\]
and \( a_n > 0 \). Taking \( a_n = \max(n^{-1}, n^{-2} h^{-2d+4}, nh^{2L}, n^{-3/2} h^{-d+3}) / \log n \), we can show that the second term on the right of (E.1) is \( o(n^{-1} + n^{-2} h^{-2d+4} + nh^{2L} + n^{-3/2} h^{-d+3}) \), similarly to (3.4)-(3.16) and Lemmas 9-19 of NR1 and Lemma 6 of R.

Putting \( \chi^{**}(t) = \int e^{it^2} dF^{**}(z) \), Esseen's smoothing lemma gives, for
\[
N_0 = \log n \min(\eta n, n^{2} h^{2d+4}, n^{3/2} h^{d+3}), \quad \eta > 0,
\]
\[
\sup_z |P(B \leq z) - F^{**}(z)| \leq \int_{N_0} E e^{itB} \frac{\chi^{**}(t)}{t} \ dt + O(N_0^{-1})
\]
\[
\int_{|t| \leq R} E e^{itB} \frac{\chi^{**}(t)}{t} \ dt + \int_{|t| \geq R} E e^{itB} \frac{\chi^{**}(t)}{t} \ dt + O(n^{-1} + n^{-2} h^{-2d+4})
\]
\[32\]
\[(I) \text{ + (II) + (III) + o}(n^{-1} + n^{-2}h^{-2d-4}).\]

for \(p = \min(\log n, \epsilon n^{1/2})\), some \(\epsilon > 0\). (III) is easily shown to be
\[o(n^{-1}, n^{-2}h^{-2d-4}, nh^{-2L}, n^{-3/2}h^{-d-3})\], while (II) has the same order by (xiii).

Since \(s^{-1}\Delta\) and \(T_1\) are nonstochastic, putting \(B_1 = B - B_2 - s^{-1}\Delta(1 + T_1)\),
\[E(e^{itB}) = e^{i ts^{-1}\Delta(1 + T_1)} E(e^{it(B_2 + B_3)}) \quad \text{(E.2)}\]

where, due to \(s^{-1} = 1 + O(h^L)\),
\[e^{i ts^{-1}\Delta(1 + T_1)} = 1 + it\Delta(1 + T_1) + \frac{(it)^2\Delta^2}{2} + O(|t|^3\Delta^3 + |t|((\Delta + T_1)h)^L) \quad \text{(E.3)}\]

Writing
\[E(e^{it(B_2 + B_3)}) = E(e^{itB_3}) + it E(e^{itB_2B_3}) + \frac{(it)^2}{2} E(e^{itB_2B_3^2}) + \frac{(it)^3}{6} E(e^{itB_2B_3^3}) + \frac{(it)^4}{24} E(e^{itB_2B_3^4}) + O(|t|^{5}E|B_1|^{5}) \quad \text{(E.4)}\]

we examine each of the right hand side terms. Note that the largest order term in \(B_1\) is \(B_3\), and \(E|B_3|^5 = O((n^{-1}h^{-d-2})^{5/2})\), by similar manipulation to equation (14) of R.

In the sequel, we say \(A \approx B\) when
\[A = B + O(\{\gamma(t)\}^{n-k}|t|^n(n^{-1} + n^{-2}h^{-2d-4} + n^{-3/2}h^{-d-3}))\]

for some integers \(k\) and \(m\) free of \(n\), and \(\gamma(t) = E\psi(t/s)\). We have
\[E(e^{itB_2B_3}) = E\{e^{itB_2}(B_3 + B_2 + B_3 + B_3 + B_3)\} \quad \text{(5.2)}\]

with
\[E(e^{itB_2B_3}) = \{\gamma(t)\}^{n-2}\left[\frac{4(it)^2}{\sqrt{n}} E(W_{12}V_1V_2) + \frac{4(it)^3}{n} E(W_{12}V_1V_2(V_1 + V_2))\right] \quad \text{(5.3)}\]

\[E(e^{itB_2B_3^2}) = \{\gamma(t)\}^{n-3}\left[-\frac{2it}{n} E(W_{12}^2) - \frac{8(it)^2}{n^{3/2}} E(V_1^2) E(W_{12}^2) - \frac{4(it)^3}{\sqrt{n}}\{E(V_1^3) + 2E(W_{12}V_1V_2)\} - \frac{2it}{n}\left\{4E(V_1^3) - \frac{1}{4} + 4E(W_{12}V_1V_2(V_1 + V_2))\right\}\right] \]

\[\right] - \frac{4(it)^2}{\sqrt{n}}\{E(V_1^3) + 2E(W_{12}V_1V_2)\}\]

\[-\frac{(it)^3}{n}\left\{16\{E(V_1^3) + 2E(W_{12}V_1V_2)\}E(V_1^3) + 4E(V_1^4) - \frac{1}{4} + 4E(W_{12}V_1V_2(V_1 + V_2))\right\}\]

\[- \frac{16it}{n} E(W_{12}W_{13}V_2V_3) - \frac{8(it)^3}{n} E(W_{12}W_{13}V_2V_3) \]

\[33\]
\[-\frac{16i t}{n} E\{W_{i2} V_{i1} V_{i2} (V_{i1} V_{i2})\} - \frac{8(i t)^3}{n} E\{W_{i2} V_{i1} V_{i2} (V_{i1} V_{i2})\} \]
\[+ \frac{i t}{n} + \frac{(i t)^3}{2n} - \frac{4+8(i t)^2}{n^{3/2}} E\{W_{i2}^2 (V_{i1} V_{i2})\} \]
\[E(e^{i t B_2}) = \{ \gamma(t) \}^n \left[ - \frac{8(i t)^2}{n^{3/2}} E(W_{i2}^2) E(W_{i2} V_{i1} V_{i2}) \right] \]
\[- \frac{16(i t)^3}{n} E(V_{i1}^3 + 2E(W_{i2} V_{i1} V_{i2}) E(W_{i2} V_{i1} V_{i2}) \]
\[- \frac{4i t}{n} E(W_{i2} V_{i1} V_{i2} (V_{i1} + V_{i2})) + 4E(W_{i2} W_{i3} V_{i2} V_{i3}) \right] - \frac{4}{n^{3/2}} E(W_{i2} W_{i3} W_{i3}) \]
\[- \frac{4}{n^{3/2}} E(W_{i2}^2 (V_{i1} + V_{i2})) + \frac{4}{n^{3/2}} E(W_{i2}^2 (V_{i1} V_{i2})) \right] \]
\[E(e^{i t B_3}) = -\{ \gamma(t) \}^{n-1} 4(i t) \frac{\Delta}{\sqrt{n}} \left[ E(V_{i1}^3) + 2E(W_{i2} V_{i1} V_{i2}) \right] \]
\[E(e^{i t B_3}) = \frac{3}{2} \{ \gamma(t) \}^{n-4} \left[ \frac{4(i t)}{n^2} \left( E(W_{i2}^2) \right)^2 + \frac{i t}{4n} E(4V_{i1}^2 - \vec{s}^2 + 8\vec{V}) \right] \]
\[+ \frac{16}{n} \left( i t + \frac{(i t)^3}{n} \right) \left( E(V_{i1}^3 + 2E(W_{i2} V_{i1} V_{i2}) \right)^2 \]
\[+ \frac{16E(W_{i2}^2)}{n} \frac{1 + (i t)^2}{\sqrt{n}} \left( E(V_{i1}^3) + 2E(W_{i2} V_{i1} V_{i2}) \right) \right] \]

The third expectation on the right of (E.4) is
\[E(e^{i t B_4}) = E(e^{i t B_4} (B_3 + B_2 + B_3 + B_4 + B_3)^2) = E(e^{i t B_4} (B_3^2 + B_2^2 + 2B_3 B_2)) \]

with
\[E(e^{i t B_4}) = \{ \gamma(t) \}^{n-3} \left[ \frac{2}{n} E(W_{i2}^2) + \frac{4i t}{n^{3/2}} E(W_{i2}^2 (V_{i1} + V_{i2})) \right] \]
\[+ \frac{16}{n} \left( i t + \frac{(i t)^3}{n} \right) E(W_{i2} W_{i3} V_{i2} V_{i3}) + \frac{16}{n} \left( i t \right)^4 \left( E(W_{i2} V_{i1} V_{i2}) \right)^2 \right] \]
\[E(e^{i t B_2}) = \{ \gamma(t) \}^{n-4} \left[ \frac{4 \left( 1 + 2(i t)^2 \right)}{n^2} \left( E(W_{i2}^2) \right)^2 \]
\[+ \frac{16}{n} \left( 2 + 5(i t)^2 + (i t)^4 \right) \left( E(V_{i1}^3) + 2E(W_{i2} V_{i1} V_{i2}) \right)^2 + \frac{1 + (i t)^2}{4n} E(4V_{i1}^2 - \vec{s}^2 + 8\vec{V}) \right] \]
\[+ \frac{8}{n^{3/2}} \left( 3(i t) + \frac{(i t)^3}{n^{3/2}} \right) E(W_{i2}^2) \left( E(V_{i1}^3) + 2E(W_{i2} V_{i1} V_{i2}) \right) \right] \]
\[E(e^{i t B_3 B_4}) = \{ \gamma(t) \}^{n-3} \left[ - \frac{4 \left( 2(i t) + (i t)^3 \right)}{n^{3/2}} E(W_{i2}^2) E(W_{i2} V_{i1} V_{i2}) \]
\[+ \frac{4}{n} \left( 1 + (i t)^2 \right) \left( E(W_{i2} V_{i1} V_{i2} (V_{i1} + V_{i2})) + 4E(W_{i2} W_{i3} V_{i2} V_{i3}) \right) \]
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\[
- \frac{16}{n} \left\{ \frac{3(it)^2 + (it)^4}{n} E(W_{12}V_1V_2) \{ E(V_1^3) + 2E(W_{12}V_1V_2) \} \right.
\]
\[
- \frac{it}{n^{3/2}} E(W_{12}W_{13}W_{23}) \right].
\]

The fourth expectation on the right of (E.4) is
\[
E(e^{itB_3B_1^3}) = \{ \gamma(t) \} n^{-3} \left[ \frac{8}{n^{3/2}} E(W_{12}W_{13}W_{23}) + \frac{8(it)^2}{n^{3/2}} E(W_{12}^2) E(W_{12}V_1V_2) \right],
\]

\[
E(e^{itB_3B_3^2}) = \{ \gamma(t) \} n^{-4} \left[ -\frac{2(it)}{n^2} \{ E(W_{12}^2) \}^2 - \frac{8+8(it)^2}{n^{3/2}} E(W_{12}^2) \{ E(V_1^3) + 2E(W_{12}V_1V_2) \} \right].
\]

The fifth expectation on the right of (E.4) is
\[
E(e^{itB_3B_1^4}) = \{ \gamma(t) \} n^{-4} \left[ \frac{4}{n^2} \{ E(W_{12}^2) \}^2 \right].
\]

As in, e.g., Bickel et.al. (1986)
\[
\{ \gamma(t) \} n^{-k} = e^{\frac{-t^2}{2n^2}} \left[ 1 + \frac{4(it)^3}{3\sqrt{n}} E(V_1^3) \right.
\]
\[\left. + \frac{1}{72n} \left[ 3(it)^4 \{ 16E(V_1^3) - 3 \} + 64(it)^6 \{ E(V_1^3) \}^2 \right] + O \left( \frac{1}{n} \right) \right].
\]

for \( |t| \leq \varepsilon n^{1/2} \). Combining the above results gives eventually
\[
E(e^{itB}) = \chi^{**}(t) + O(e^{-t^2/4} |t| \{ n^{-1} + n^{-2}h^{-2d-4} + nh^{2L} + n^{-1/2}h^{d-2} \})
\]
\[\left. + O(e^{-t^2/4} |t| n^{-1}) + O( |t|^{5} (n^{-1}h^{-d-2})^{5/2}) \right],
\]

where
\[
\chi^{**}(t) = e^{\frac{-it^2}{2n^2}} \left[ 1 + \frac{r_1(t)}{\sqrt{n}} - \frac{2(it)^2}{nh^{d+2}} + it \delta_1 n^{1/2} h^L 
\right.
\]
\[\left. + \frac{s_1(t)}{n} + \frac{8(it)^2 + 19(it)^4}{n^2h^{2d+4}} + \frac{(it)^2 \delta_1^2}{24n^2h^{2d+4}} + \frac{r_2(t)}{n^{3/2}h^{d+3}} - \frac{2(it)^3 + (it)^3}{n^{1/2}} \delta_1 \delta_2 h^{L-d-2} \right].
\]
\[ r_1(t) = -4(i \, t) (\delta_3 + 2 \delta_4) - (i \, t)^3 \left( \frac{8}{3} \delta_3 + 4 \delta_4 \right), \quad r_2(t) = \left\{ -4(i \, t) + \frac{(i \, t)^3}{3} \right\} \delta_6, \]

\[ s_1(t) = (i \, t)^2 \xi_1 + (i \, t)^4 \xi_2 + (i \, t)^6 \xi_3, \quad s_2(t) = (i \, t) r_1(t), \]

and thus

\[ (I) = \int_P \left| \frac{E(e^{i \, t B}) - \chi^{(2)}(t)}{t} \right| dt = O \left( n^{-1} + n^{-2} h^{-2d-4} + nh^{2L} + n^{-3/2} h^{-d-3} \right). \]

This proves (4.5). The proof of (4.6) proceeds by developing an analogous higher-order expansion for \( F^*(z) \), conditional on the sample, the algebraic calculations being identical to those above; see also Hall (1992, pp. 88, 89, Section 5.2). \qed
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Table 1. Empirical size (%) of tests for $H_0: \bar{\mu} = \mu_0$ with nominal size 5%, $d=2$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$n$</th>
<th>$h$</th>
<th>(a) $H_1: \bar{\mu} \neq \mu_0$</th>
<th>(b) $H_1: \bar{\mu} &lt; \mu_0$</th>
<th>(c) $H_1: \bar{\mu} &gt; \mu_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$B$-test</td>
<td>$E$-test</td>
<td>$N$-test</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0.2</td>
<td>1.3</td>
<td>3.3</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>3.0</td>
<td>5.3</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>5.1</td>
<td>6.6</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>6.8</td>
<td>8.8</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.2</td>
<td>1.6</td>
<td>3.3</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>5.1</td>
<td>6.3</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>4.8</td>
<td>6.5</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>8.8</td>
<td>9.1</td>
<td>33.3</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0.2</td>
<td>1.3</td>
<td>3.5</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.0</td>
<td>3.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>3.2</td>
<td>4.6</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>4.7</td>
<td>6.5</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.2</td>
<td>1.0</td>
<td>3.1</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.3</td>
<td>5.0</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>4.8</td>
<td>5.7</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>6.0</td>
<td>6.3</td>
<td>5.7</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.2</td>
<td>0.0</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.3</td>
<td>4.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>3.5</td>
<td>6.8</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>4.8</td>
<td>6.8</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.2</td>
<td>3.0</td>
<td>4.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>3.6</td>
<td>4.2</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>5.8</td>
<td>5.5</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>4.5</td>
<td>5.2</td>
<td>4.5</td>
</tr>
</tbody>
</table>
Table 2. Empirical size (%) of tests of $H_0: \bar{\mu} = \mu_0$ with nominal size 5%, $d=4$, $n=100$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>(a) $H_0: \bar{\mu} = \mu_0$</th>
<th>(b) $H_1: \bar{\mu} &lt; \mu_0$</th>
<th>(c) $H_1: \bar{\mu} &gt; \mu_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$B$-test</td>
<td>$N$-test</td>
<td>$B$-test</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>1.2</td>
<td>0.8</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>4.8</td>
<td>3.1</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>5.7</td>
<td>13.2</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>6.0</td>
<td>38.0</td>
<td>2.1</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>1.3</td>
<td>0.3</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>3.0</td>
<td>1.4</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>4.3</td>
<td>3.1</td>
<td>3.7</td>
</tr>
<tr>
<td>10</td>
<td>0.4</td>
<td>0.1</td>
<td>0.6</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>2.3</td>
<td>0.8</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>3.1</td>
<td>2.1</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>4.8</td>
<td>5.0</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table 3. Empirical size (%) of $N$-test of $H_0: \bar{\mu} = \mu_0$ versus $H_1: \bar{\mu} \neq \mu_0$ when the "optimal" bandwidth (4.8) is used with nominal size 5%, $d=2$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$L$</th>
<th>(a) Infeasible</th>
<th>(b) Feasible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$h_{ini} = 0.2$</td>
<td>$h_{ini} = 0.4$</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>6.3</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.5</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2.6</td>
<td>0.3</td>
</tr>
<tr>
<td>400</td>
<td>4</td>
<td>5.2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.7</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.3</td>
<td>0.8</td>
</tr>
</tbody>
</table>