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Abstract

We estimate the development effects of electrification across Brazil over the period 1960-2000. Brazil relies almost exclusively on hydropower, which requires intercepting water at high velocity. We build an engineering model which takes as inputs only geography (river gradient, water flow and Amazon) and simulates a time series of hypothetical electricity grids for Brazil that show how the grid would have evolved had infrastructure investments been made based solely on geologic cost considerations, ignoring all demand-side concerns. Using the model as an instrument, we document large positive effects of electrification on development that are underestimated when one fails to account for the political allocation of infrastructure projects or its targeting to under-developed areas. Broad-based improvement in labor productivity across sectors and areas rather than general equilibrium re-sorting (in-migration to electrified counties) appears to be the likely mechanism by which these development gains are realized.
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1 Introduction

Construction of large-scale infrastructure projects was a popular use of development funds until the 1970s but this was replaced by a trend toward smaller programs in health and education in the 1980s and 1990s. There is now renewed support for large infrastructure projects as a means to poverty reduction (World Bank, 2003; Ali and Pernia, 2003). Despite the renewed investment, there is relatively little causal evidence of the effects of large infrastructure investment in general,\textsuperscript{1} and electrification in particular.\textsuperscript{2} This is because electricity networks and other infrastructure are expanded in a planned manner, leading to reverse causality and program placement bias. Unlike health and education programs, large infrastructure projects do not lend themselves easily to researcher manipulation and randomization. However, understanding the effects of investment in energy is important. Energy expenditures account for a significant fraction of total household expenditure, especially in developing countries (e.g. 24% in Cambodia) and unreliable energy access can have large effects on firm productivity (Straub 2008).

This paper examines the effects of electricity grid expansions in Brazil between the years 1960 and 2000 on local economic development. To address endogeneity issues, we develop a spatial engineering model of hydropower dam placement for Brazil which produces hypothetical maps that show how the electrical grid would have evolved over these 40 years had infrastructure investments been based solely on geologic cost considerations, ignoring demand-side concerns. This allows us to isolate the portion of the variation in grid expansion in Brazil that is attributable to exogenous cost considerations and use it as an instrument to estimate the development effects of the impressive growth in electrification in Brazil over this period. This empirical strategy takes advantage of the fact that Brazil relies almost exclusively on hydropower to meet its electricity needs, and the cost of hydropower dam construction depends on geologic factors such as water flow and river gradient, since hydropower generation requires intercepting large amounts of water at high velocity.

Geographic characteristics such as water and slope can affect development outcomes through

\textsuperscript{1}Some recent studies investigate the effects of irrigation dams (Duflò and Pande 2007), highways (Chandra and Thompson 2000, and Michaels 2008), and railroads (Atack 2009, Donaldson 2009, Banerjee, Duflò, Qian 2010). See Estache (2010) for a review of the literature on infrastructure impact evaluations.


\textsuperscript{3}Dinkelman (2010), Rud (2008), Assaduzzaman et al (2010), Ketlogetswe et al (2007), Grogan and Sadanand (2009), Khandker et al (2009), and Kammen and Mills (2009), Fan et al (2002) have examined the effects of electrification, and a subset of these studies have used instrumental variables strategies.
channels other than electrification, and thus using these variables as instruments in a cross-sectional regression would result in biased estimates. Instead, our approach is to produce a simulated time series of infrastructure development. To implement this, we provide an “engineer” (a Matlab model) with a budget of a certain number of hydropower dams and transmission lines in each decade based on actual data for the country as a whole. We then ask the model to allocate these dams and lines spatially so that the cost of construction is minimized. Water flow, Amazon location and river gradient are the only data the model has at its disposal to minimize cost, and it operates under the dynamic constraint that locations already electrified in a previous decade do not require new infrastructure. The modeled electricity grid evolves over time to minimize the engineering costs of dam and line construction, ignoring where people and businesses are located. We use the models output as an instrument to estimate instrumental variables (IV) regressions with location fixed-effects on county-level data for each decade.

We derive the formal econometric conditions under which this procedure can generate unbiased estimates of the effects of electrification on development outcomes in a two-stage IV estimation. That exercise reveals that unbiasedness depends on whether cost-side concerns in hydropower dam placement can truly be separated from demand-side concerns at the level of variation in the data.\(^4\) The procedure clearly fails under cross-sectional variation, since people and firms are more likely to be located in water-rich areas. The estimator is also biased in panel-data settings if people and firms move over time along the same spatial lines as the engineering model: from the lowest cost locations (robust water flow with a steep river gradient) in the early decades to slightly more expensive (flatter and less water-rich) locations in later years. Fortunately, expansion of economic and demographic settlements does not follow the pattern of modeled grid expansion, since the demand-side is attracted to water, but unlike hydropower plants, population settlements are repelled from areas with steep gradient. Taken together, this implies that the patterns of evolution of the demand side and of the engineer’s hypothetical hydropower dam placements over time are distinct, and demand and cost factors can be separated empirically, minimizing this bias.

The evolution of other public services such as roads, sanitation and water infrastructure are not closely correlated with hydropower dam placement for similar reasons, and our results are robust

\(^4\)If there is covariance between the geologic cost \((C)\) and the demand \((D)\) factors, that introduces bias in the estimated cost parameters (the coefficients on geology) in the “first stage” engineering model, since the demand-side factors are purposefully ignored in that model. This bias gets transferred to the second stage 2SLS estimates of the effects of electrification, and is a function of \(\text{cov}(C, D)\). So \(\text{cov}(C, D)\) conditional on observables (e.g. the location fixed effects) is the key identification challenge that can introduce bias in estimating the effects of electrification.
to controlling for these variables.

We find large effects of (lagged) electrification on two summary measures of development: a U.N. Human Development Index (HDI) computed for each county, and housing values imputed from census data on rents, under the assumption that improvements in living and working conditions in the county will be capitalized into rents. County HDI increases by 9 points (or 17 percent at the mean) when a county receives full access to electricity, with the gains concentrated in the income and education components. Housing values increase by 6 percent at the mean with a 10 percent increase in electrification. OLS regressions substantially under-estimate the gains from electrification, which is consistent with either the targeting of infrastructure to poorer areas, or the fact that compliers in the IV approach (i.e., the hydropower dams identified by the cost-minimizing engineering model) are the most cost-effective projects not built on the basis of political or other motivations.

These large development effects could be realized due to gains in firm and worker productivity, or they could simply reflect selective in-migration of the most productive workers and firms into electrified areas, creating a larger disparity between counties that get electricity and those that do not. To determine which of the two mechanisms is at play, we examine effects on a broader set of variables including in-migration, urbanization, salaries, employment, and population density. The small effects on across-county movement and county population density we estimate suggest that migration is unlikely to account for the large magnitude of development gains observed. We estimate large, positive effects of electrification on employment, salaries, formalization, returns to education and investments in education. The pattern of results suggests that electricity led to some broad-based improvements in labor productivity as workers gained both post-secondary education and work experience in the decade following electrification. The effects are of similar magnitude across sectors and across urban and rural economies. The development gains are concentrated in education, employment and income, but not in health.

Our estimation strategy is related to Duflo and Pande (2007) who use slope interacted with a time-varying state budget variable to predict irrigation dam placement, although our engineering model has a more complicated structure with multiple inputs (water flow and gradient) which help us distinguish the evolution of the electricity network from other infrastructure investments and from the evolution of demand. Our focus is on hydropower and not on irrigation dams, and we
document much larger development effects from electrification than Duflo and Pande (2007) find for irrigation. Our results are related to Dinkelman’s (2010) study of the employment effects of household access to electricity in a rural province of South Africa. While that study is able to delve into specific household mechanisms in one area, our data allow us to study the macro effects of electrification on a broad range of development outcomes over long time periods across a large developing country. In addition to addressing the identification challenges with the engineering model, another distinctive contribution of this paper is to report the long-run development effects of electrification over a forty year period.

The next section provides contextual information about the electricity sector in Brazil. Section three describes our data, section four describes our estimation strategy. Section five presents our estimates of the development effects of electrification and possible mechanisms, and section six concludes.

2 Background on the Electricity Sector in Brazil

Brazil provides an excellent setting to implement our estimation strategy because eighty-five percent of its electricity is generated from hydropower plants (US EIA 2010). This dependence on hydropower gives our engineering model strong predictive power in the first stage. Brazil is not alone in its dependence on hydropower: hydropower is the fastest growing source of electricity worldwide (US EIA 2010) and dominates the energy sector in Latin America.

Brazil experienced tremendous growth in electrification between the years 1950 and 2000, which provides variation with which to examine development effects and broadens the scope of our investigation and its external relevance for poorer countries that currently have low rates of electrification. The transmission network in Brazil grew at an average rate of 8.9 percent per year, increasing in size from 2,359 kilometers in 1950 to 167,443 kilometers in 2000 (SINDAT, 2000). Generation capacity has also increased: seven hundred and seventy-five major electricity plants have been constructed in Brazil since 1910 (SIGEL, 2008).

Electricity expansion in Brazil was not organized at the national level until a 1961 law that sought to coordinate the planning of the expansion of infrastructure in Brazil in order to increase economic development in the country. In addition to expanding the network in accordance with the government’s development goals, expansion plans in the Brazilian South and Southeast indicate
that load factors linked to local GDP and projected GDP growth played an important role in determining the expansion of the grid (Canambra Engineering, 1969). Development goals and anticipation of growth are important but opposing sources of selection bias in estimating the effects of electrification.

The 1961 legislation created a new national electricity company, Eletrobrás, which coordinated the financing of electricity projects and ensured that projects were in keeping with the government’s overall development goals for the country. While Eletrobrás took control of the four existing regional (North, Northeast, South, and South Central) electricity companies, much of the planning of the electricity networks was devolved to the regional level. The fragmented system and the high cost of transmission explain why local infrastructure matters for local electricity access, and consequently, local long-term economic development.

The government initially expanded access in the 1960s and 1970s by increasing the number of isolated power generators, which provided power to local areas but was not transmitted further than the region (Canambra, 1968). Vast expansion in generating capacity during this period was made possible by high electricity rates and the easy availability of financing. Investment in the electricity network slowed in the mid 1970s due to reduced financial means and remained low through the 1990s, which caused a deterioration in network reliability (Gall, 2002). Consequently, the largest variation in our data is for the earlier part of our sample period.

Brazil reformed the electricity market in 1995, privatizing some of the state owned electricity companies and distribution companies, but political conflict and economic crisis weakened the reforms. The government continues to own eighty percent of the generation capacity in Brazil (Gall, 2002). Brazil invested in integrating transmission across regional quadrants in the 1990s but much local electricity continues to be sourced from local or relatively nearby plants (Gall, 2002).

The benefits of improved access to electricity accrue to many sectors of the economy. Industry is the largest energy consumer in Brazil–since 1970, the industrial sector has accounted for roughly half of Brazil’s power usage. Agriculture represents a relatively small, but steadily growing, share of power usage. Its share of total power usage grew from less than 1% in 1970 to almost 4% by 2009. The public and commercial sectors’ shares of power usage have not fluctuated or changed significantly since 1970, holding steady at about 10% and 15%, respectively. The residential sectors share of power consumption oscillates between approximately 20% and 25% (IPEA, 2010).
Twenty-seven percent of rural Brazilians still lack access to electricity (World Bank, 2005c), and infrastructure continues to be a development priority of the government of Brazil.

3 Data

3.1 Constructing Maps of Actual Electrification in Brazil 1960 - 2000

We assembled a GIS database of the locations of all major power plants and electricity transmission substations across Brazil from the 1960s until 2000 using a number of historical sources, such as the feasibility studies and inventories that the electricity companies in Brazil undertake prior to planning expansion of their networks. The power plant and transmission data come in two forms: (1) tables with inventories of all transmission lines that typically specify the county of origin, the destination county, length and voltage, and similar tables of power plants specifying location, type, and wattage; (2) large paper maps of generation plants and transmission lines by region of Brazil. Figures 3 and 4 provide examples of the maps and tables which were used to construct the data set. We digitize and combine this information into GIS maps of the Brazilian electricity network for the 1960s, 1970s, 1980s, 1990s and 2000.\(^5\) Power plants were placed on the digital map according to their reported latitude and longitude, while transmission substations were assumed to be located at the centroid of their county of record.

We collected data on generation plants and transmission lines, but not on the third component of the electricity grid: distribution networks. Transmission lines transfer electricity from the generation plants to the regions which are being supplied, while distribution networks transport electricity from the major local transmission substation to household, industrial and agricultural consumers of electricity. It was not possible to map these distribution networks over the period, because electricity distribution in Brazil is decentralized across sixty-four privatized electricity companies, and there is no central clearinghouse for data on their operations. We do, however, need to account for the distribution network, since assuming that only areas with substations have electricity is a very rough approximation. Based on conversations with electricity sector professionals in Brazil, we assume that on average distribution networks stretch one hundred kilometers across,

\(^5\)The 1960s network is based on the comprehensive inventory taken by Canambra (1967) and Canambra (1969) for 1965 and 1967. The 1970s network is pieced together from various maps and tables from the different regions of Brazil from Eletrobrás. The 1980s network is based on another comprehensive inventory by SIESE (1987). The 1990s is again pieced together from various sources (e.g. Furnas 1993), and the 2000 network is based on SIESE (2000).
so all locations within a fifty kilometer radius of the centroid of a county containing a transmission substation are assumed to have access to electricity.\(^6\)

Our spatial unit of observation is a grid of 33,342 evenly spaced points for all of Brazil set sixteen kilometers apart from each other. The use of grid points for this stage of the analysis allows us to circumvent the problem of endogenously drawn administrative boundaries and their changes over the period of the sample. Figure 5 shows the grid points and the construction of the data for Southern Brazil.

Figures 6 to 10 map the evolution of the electricity network in Brazil from the 1960s through 2000. The early development of the electricity network was focused in the relatively affluent and industrial south and from the 1970s onward the grid was expanded to the populous (but poorer) Southeast and Northeast. The network has expanded westward every decade since the 1970s, and by 2000, the coastal areas of the Southeast and Northeast had almost universal coverage. The Amazon and Pantanal areas have remained largely unconnected and continue to have substantially less access to electricity than the rest of Brazil.

### 3.2 Constructing the Instrument: An Engineering Model of Cost Minimization

Our instrument is a prediction of electricity access for each location across Brazil based on an engineering model which accounts for geologic cost factors over time. Our instrument—simulated electricity availability at each location in each decade—accounts for both the generation plants and the evolution of transmission lines and substations over time. We construct a simple engineering model of electrification in which decisions are made solely based on cost considerations determined by geography. The model generates predictions for whether each of the 33,342 evenly spaced grid points has electricity access in each of the five time periods of data between 1960 and 2000.

Our objective is to generate predictions for electricity availability for the five time periods of data on the electricity grid available to us: the 1960s based on inventories conducted in 1965 and 1967, 1970s based on maps from 1973 of the network, 1980s based on a comprehensive inventory conducted in 1987, 1990s and 2000 from the Brazilian National Electricity Agency (ANEEL) data on recent construction of major transmission lines. From the perspective of the engineering model, the specific dates for which we have data are essentially arbitrary, which implies that the scale of

---

\(^6\)Figure 5 illustrates this assumption on distribution coverage: the dark blue polygons are counties which have transmission substations and the light blue circles surrounding them are assumed to be the distribution networks associated with those substations.
expansion between two periods—i.e. the number of new power plants and transmission lines built since the last inventory—is indeterminate. We match the scale of expansion between two periods to match the scale of investment in hydropower plants observed in the data. In other words, we allocate a budget of 240 power plants to the model in the 1960s because that is the number of hydropower plants in existence in Brazil by 1967—our inventory date for that decade. By similar reasoning, the budget for 1970s was 53 additional power plants, 36 additional plants for 1980s, 25 additional plants for 1990s, and 24 additional plants for 2000. The model takes these country-wide budgets as given and chooses the optimal location of hydropower plants and transmission lines within Brazil based purely on geological factors.

Even though electricity networks are planned in large part to meet local demand, access to electricity in a country that relies heavily on hydro-power has an exogenous geographic component to it because the cost of access depends on the suitability of local generation. In evaluating a new location for a hydro-power plant, engineers consider available head, flow duration, and daily peaking operation to determine generation cost (Gulliver and Arndt, 1991). Available head is determined by the amount of water flow and the change in elevation between the top and bottom of the dam. The head determines the amount of power that will be produced, and generating a given amount of power is cheaper in locations where the available head is larger. The flow duration is determined by the amount of time in a given month (day, or year) in which a given flow rate required by the turbines in use is equaled or exceeded. The daily peaking operation is the amount of the flow duration which occurs during peak demand hours (Gulliver and Arndt, 1991). In addition, in making site decisions, engineers typically consider distance to the existing transmission network, as developing new transmission lines is expensive and can comprise a large component of the overall budget for the network (Canambra, 1968).

The model begins by creating a measure of the cost of building a hydropower plant in each location by combining the various geologic factors and assigning a cost parameter to each factor. The geologic cost factors include whether the location (a circle of radius ten kilometers around each grid point) has a river, the average and maximum gradient of the river, maximum water flow accumulation anywhere within that circle, and an indicator for whether that location falls in the Amazon. The geologic inputs into the model are calculated based on GIS maps from U.S. Geological Surveys Hydro1k program. Using a GIS map of water bodies, we create two kilometer buffers on
either side of each river, and compute the gradient along the river using elevation maps. We use the coefficients from a probit regression of hydropower plant location in Brazil on the geologic measures to assign the cost parameters to each grid point on our map. Table 1 reports the results from the probit regression of hydropower placement on geologic factors. The model uses these cost data to rank all grid points by the cost of hydropower dam construction, and subsequently allocates plants to the lowest cost locations until the budget for the decade is exhausted.

As a robustness check we estimate the same probit regression of power plant placement on geologic factors using data for the United States. If we were concerned about the use of Brazil data capturing non-engineering cost factors, we would expect the US model to allocate the geologic cost factors differently than the Brazil data. We find that the allocation of electricity is quite similar across the two models. In the US model, we estimate the geologic factors in the same way as the factors were estimated in Brazil; we calculate flow accumulation, maximum and average slope, and regress the placement of hydropower in the US on these factors. We then generate the model in Brazil based on the US probit coefficients. The results are qualitatively similar, but we gain the greatest precision using the Brazilian data.

Figure 11 maps the locations of the 240 power plants that were predicted based on 1960s geologic cost considerations. The red dots represent the predicted plants, the yellow dots the actual plant locations, and the color of the background reflects the elevation (darker colors are closer to sea level), and the blue lines show river locations. As expected, hydropower plants are most likely to be located in areas with steep river gradient, with greater water flow, and away from the Amazon. Our model predicts a large number of power plants along the Southeast to Northeast corridor (São Francisco river basin) where elevation changes quickly from the low-lying coastal areas, implying a steep increase in slope.

The model next predicts the locations of substations (i.e. directions of transmission lines) that deliver the electricity generated at each plant predicted from the previous step. We make the

---

7To create a separate control variable for average land slope to use in a few cross-sectional specifications, we draw circles of radius ten kilometers around the evenly spaced grid points throughout Brazil and compute average slope in those circles using the elevation map. See Appendix C, figure 2 for an example of the creation of the river gradient variable.

8The use of Brazilian data to parameterize the cost function may introduce concerns about endogenous placement bias, but the formal econometric derivation in the next section shows that in our panel specifications, only if endogenous demand-side parameters move over time in a similar sequence from the lowest-cost engineering locations and up the cost ladder would those factors introduce endogeneity bias.

9This is not surprising since hydropower plants and water resource conditions in the U.S. are different from those in Brazil, and geography therefore matters in slightly different ways.
simplifying assumption that all power plants have the same generation capacity. We assume that each plant has exactly two transmission substations which are connected through a single line; this assumption was made to be consistent with the data on the average number of transmission substations per hydropower dam (SINDAT, 2008). The electricity network is assumed to be fully durable and new substations and power plants cannot be placed in locations which have already received electricity in prior decades. New substations are also not placed in locations that receive generation plants in the same decade from the first step of the model.

The model arrives at the optimal lowest cost electricity network in each decade by computing costs for all possible arrangements of transmission lines. There are a finite but arbitrarily large number of possible permutations of transmission lines, and the numeric method we use to arrive at the lowest-cost grid in equilibrium is detailed in Appendix C. The model assumes that cost increases with distance and is prohibitively high when building substations in the Amazon (due to high material transport costs). The empirical section of the paper contains robustness tests controlling for an Amazon indicator and an Amazon-specific time varying trend to ensure that this assumption does not drive our results. The model predicts short transmission lines, so that substations end up being located very close to generation points.

Once the equilibrium set of transmission lines is determined, we assume that all grid points within a fifty kilometer radius of any substation will receive access to electricity, which accounts for the distribution network surrounding that substation. In other words, we purposefully remain agnostic about the direction in which the distribution networks are expanded. The chosen fifty kilometer radius is based on average size of distribution networks and mirrors our treatment of distribution networks in the electricity data. In subsequent decades, new power plants are placed in the highest probability circles among those that have not yet received electricity and locations for transmission substations are proposed from among the points that remain without electricity in the previous decades.

Figures 12 to 16 plot the areas predicted to receive electricity by this model by decade. There is a reasonably good cross-sectional spatial correlation with the actual electricity network for Brazil (figures 6-10), and there are encouraging signs of correlation in terms of direction of expansion. The strength of this correlation in a model with location fixed effects determines the predictive power in our first stage.
Ignoring the demand-side concerns forces the model to under-allocate electricity to places like São Paulo and Rio de Janeiro, which implies that the engineer remains endowed with that extra generation capacity which she must allocate elsewhere. This leads our hypothetical maps for the early decades to display broader spatial electrification coverage than what is observed in Brazil. This has the effect of weakening the predictive power of the model to some extent, but we find that the model still has a strong first stage.

4 Estimation Strategy

4.1 Dependent Variables and Equation Estimated

This study examines the effect of electricity on development outcomes over the period 1960 - 2000. We start with two summary measures of local development as dependent variables: a U.N. human development index measured for each county and average housing values in the county. Housing values are estimated from census questions on rents and imputed rents. Local development and improvements in amenities should be capitalized into rents, so we view the average housing value as a summary development measure that proxies for welfare changes in the locality.\(^\text{10}\) The U.N. Human Development Index is an index varying from zero to one, combining data on longevity, income and education. We also examine the effects of electrification on additional dependent variables in an attempt to uncover mechanisms through which electrification affects development. Summary statistics and definitions of these dependent variables are available in tables two and three.

Brazilian counties have changed borders numerous times over the period of our analysis. Since we do not have digital county maps from 1960, we are unable to assign the grid points (our spatial unit for the construction of the instrument) to the exact county every decade. The Brazilian statistical agency has defined larger standardized county units (a smaller set of old large counties), which we use to construct a valid county time series. Although electricity availability is predicted at the grid point level, socio-economic data is at the county level, so we collapse our dataset to the large standardized county units and cluster errors at this level. While this is a conservative way of estimating our standard errors (we actually have more variation in our independent variable),

\(^{10}\)Land values have been used in the environmental literature to measure welfare changes through hedonic methods. See, for example, Greenstone and Gallagher (2008), and Davis (2004).
this estimation strategy guards against the possibility of mis-specification due to changes in county borders. We have more precise information on the variable of interest (electrification) and on the instrument (simulated electrification) in counties with larger areas, owing to the fact that there are a larger number of grid points in larger counties. We therefore run weighted regressions where the weights are county area.

We regress development outcomes in county, c, and decade, t, on electricity lagged by a decade in a 2SLS model with county fixed effects:

\[ Y_{ct} = \alpha_c^1 + \gamma_t^1 + \beta \hat{E}_{c(t-1)} + \epsilon_{ct} \]  

where \( \hat{E} \) is electricity provision, predicted on the basis of the engineering model in the first stage:

\[ E_{c(t-1)} = \alpha_c^2 + \gamma_t^2 + \theta Z_{c(t-1)} + \eta_{ct} \]

\( E_{ct} \) is the proportion of grid points in the standardized county covered by the distribution network surrounding generation plants and transmission substations in each decade (figures 6-10). \( Z_{ct} \) is modeled electricity: the proportion of grid points in a standardized county predicted to be electrified by the simulated engineering model.

We lag infrastructure development by a decade in all specifications. The development of the distribution network may take several years to complete following the construction of the hydropower dams, so a lag of ten years is the appropriate timing for the estimation of the development effects of electrification. While there may be immediate regional economic effects from the construction of dams and hydropower plants, these would be primarily short term and focused in the vicinity of the power plant. We model the placement of transmission lines as well as the generation plants, so we are able to model where people actually have access to electricity, rather than the effects at the building sites of the dams.

4.2 The Source of Identification, and Bias Concerns

In this section we derive the formal econometric conditions under which the IV strategy based on the simulated engineering model yields unbiased estimates. This allows us to be clear about the underlying source of identification. We adopt the notation and adapt the methodology set out in
Hahn and Hausman (2002) (henceforth HH). HH study the following two-stage model:

\[ y = E \beta + \epsilon = z \theta + \nu \]  

\[ E = z \theta + \eta \]  

(3)

(4)

Applied to our problem, \( y \) represents the development outcome, \( E \) the endogenous independent variable of interest (Electricity), and \( z \) the cost variable (Modeled Electricity).\(^{11}\) We are interested in formulating an expression for bias in the 2SLS estimator, \( \beta_{2SLS} - \beta \). A potential for bias is introduced because we are estimating the first stage as \( E = z \theta + \eta \), even though the true data generating process may be: \( E = z \theta_1 + d \theta_2 + \eta \) (where \( d \) represents the demand factors).

Ignoring the demand term in the first stage equation potentially biases the estimate of \( \theta_1 \), and the size of this bias is exactly \( \theta_2 \frac{\sum z'd}{\sum z'^2} \). This bias can also be written as \( \theta_2 \frac{\text{cov}(z,d)}{\text{var}(z)} \). Since \( \beta_{2sls} \) is a function of \( \hat{\theta}_1 \), this mis-specification in the first stage can also bias the 2SLS estimator.

\[ \beta_{2SLS} = \frac{\sum \hat{E}y}{\sum E} = \frac{z \hat{\theta}_1 y}{z \hat{\theta}_1 \hat{\theta}_1} = \frac{\sum z \hat{\theta}_1 (\beta z \theta_1 + \nu)}{\sum z \hat{\theta}_1 z \hat{\theta}_1} \]  

(5)

Plugging in the definition of \( \hat{\theta}_1 \) (\( \hat{\theta}_1 = (z'z)^{-1} z'E = (z'z)^{-1} z'(z \theta + \eta) = \theta_1 + (z'z)z'\eta \)), the bias in the 2SLS estimator equals:

\[ \beta_{2SLS} - \beta = \frac{\sum z \hat{\theta}_1 (\beta z \theta_1 - \beta z (z'z)^{-1} z'\eta + \nu)}{\sum z \hat{\theta}_1 z \hat{\theta}_1} \]  

(6)

The numerator of the equation above can be simplified using the definitions of \( \eta \) and \( \hat{\theta}_1 \):

\[ \beta_{2SLS} - \beta = \frac{\sum z \hat{\theta}_1 (-\beta z (z'z)^{-1} z'\eta + \nu)}{\sum z \hat{\theta}_1 z \hat{\theta}_1} \]  

(7)

The numerator of equation (7) can be simplified using the definitions of \( \eta \) and \( \hat{\theta}_1 \):

\[ \sum z \hat{\theta}_1 (-\beta z (z'z)^{-1} z'\eta + \nu) = \sum z \hat{\theta}_1 (-\beta z (z'z)^{-1} z'(E - z \theta_1) + \nu) = \sum z \hat{\theta}_1 (-\beta z (\hat{\theta}_1 - \theta_1) + \nu) \]  

(8)

\(^{11}\)In this specification, we assume that all other right hand side variables (including fixed effects) have been partialed out (as in Hahn and Hausman, 2002). Hahn and Hausman (2000) shows that the case is similar when other right hand side variables are included.
The appearance of $\hat{\theta}_1 - \theta_1$ in the numerator implies that the bias in $\beta_{2SLS}$ is positively proportional to the omitted variable bias in the first stage from ignoring the demand factor. In other words, the 2SLS estimator is biased if there is covariance between cost (our first stage instrument) and the omitted demand factor:

$$\beta_{2SLS} - \beta = \frac{\nu - \beta z (\theta_1 \text{cov}(z, d)) z' \hat{\theta}_1}{\Sigma(z' \hat{\theta}_1)^2}$$

(9)

The exclusion restriction for the instrument will not be met in our application if the exogenous cost factors and demand co-move at the level of variation in our data, conditional on our controls. This is because the instrumental variables approach relies on our ability to separate cost and demand factors in electricity allocation so that we can isolate the portion of the variation that occurs due to the geology-based cost minimization.

In cross-sectional data, cost is determined by water flow and river gradient, and these variables also determine the location of population and economic activity (which determine electricity demand), so our approach would not be valid. In a panel setting, our engineering model predicts that over time hydropower dams will move from the lowest cost (robust water flow with a steep gradient) locations to less water-rich and flatter locations.

The question of interest to determine potential bias in the FE-IV specification is whether demand evolves over time along the same spatial pattern as the engineering model’s movement from lowest cost to higher cost locations. Conceptually, this appears unlikely because people and firms are likely to locate in water-rich areas (a positive factor in the engineering model), but they also prefer flat areas (a negative factor). So the spatial evolution of the demand side and the cost side are likely to be distinct and $\text{cov}(z, d)$ likely to be low once location fixed effects are added.

We can also examine the empirical relevance of this concern in the data. Table four shows that while in the cross-section population density is correlated with the engineering cost of construction, this correlation becomes close to zero once location fixed effects are added. Similarly, the correlation of engineering cost with a county-level GDP and industrial GDP per capita measures become smaller (and statistically indistinguishable from zero) with location fixed effects. The bottom two rows of the table show that these population and economic concentration measures are more correlated with actual electricity infrastructure placement than with the models prediction of engineering costs. This suggests that the simulated instrument which combines river gradient, budget, and

---

$^{12}$HH simplifies the denominator to $R^2 \Sigma \hat{y}^2$ where $R^2$ measures the fit of the first stage regression
water flow does isolate the exogenous component of the variation in electrification.

5 Empirical Results

5.1 First stage Results: Predicting Electrification using the Engineering Model

Table 5 shows our first stage results that predict the locations of actual electricity infrastructure using the simulated instrument produced by the engineering model. Standard errors are clustered by the 2,184 standardized counties in all specifications. The fit is very strong when using all cross-sectional variation in the data as visual comparison of the actual and simulated maps in figures 6 to 10 and figures 12 to 16 suggests. The second specification indicates that much of this is driven by the large differences in electrification between the Amazon and non-Amazon regions of Brazil. The coefficient on the simulated instrument is reduced considerably once state fixed effects are added. Our preferred specification adds location (standardized county) fixed effects in the third column. This first stage regression is the basis for all the two-stage regressions reported in this paper. Using only the within-county variation in the data, we find that areas predicted to have electricity in a given decade by our engineering model are thirty-two percentage points more likely to have electricity that decade. The F-statistic on the first stage is 34.7.

5.2 Second Stage Results: Effects of Electrification on Development

Tables 6 and 7 analyze the effects of electrification on two summary measures of a county’s development: the average value of the housing stock and a human development index measured for the county. Across all OLS and IV specifications, the effect of electrification on subsequent changes in average housing values is large and positive. In OLS regressions without fixed effects (i.e. using all cross-sectional variation in the data, including the variation between Amazon and non-Amazon regions), moving from no electricity to full electrification is associated with a 4,667 reais increase in average housing value, which represents a 35% increase at the mean. Adding region, state and location fixed effects in columns two through four reduces the magnitude of this effect to 1,326 reais. The IV estimates using the simulated instrument from the engineering model are larger than the corresponding OLS estimates. In the preferred IV specification with county fixed effects, a 10% increase in electrification of the county increases average housing values by 6% at the mean.
As shown in table 7, the estimated effect of electricity on the human development index is also positive. In OLS regressions with or without state or region dummies, electrification is associated with about a 3 point increase in the county’s human development index score. With the addition of county fixed effects, the magnitude reduces to a statistically insignificant 1 point increase. Our preferred IV specification (with county fixed effects) suggests that moving from zero to full electrification increases the county HDI score by 9 points. Since the HDI is an index score based on sample values, it is instructive to interpret this result in the following way: the 9-point increase would take the median county in Brazil in 1980 to the human development level of the 69th percentile county. This represents a significant move within the distribution of HDI.

Comparing across the OLS specifications in tables 6 and 7, we see that cross-sectional estimates are large, and the magnitude of the effects of electrification decrease when it is estimated within-region, within-state or within county. We also see that IV estimates of the effects of electrification are substantially larger than the OLS estimates. There are three possible reasons for the downward bias in OLS relative to IV in our data. First, the electricity variable is measured with substantial error (we have the exact placement of hydro-power plants, but we can only place transmission lines in the centroid of the county in which they are located, rather than their exact GIS location), while the geography variables used to predict the placement of electricity are measured quite precisely (based on 1km by 1km satellite maps). The IV estimates may be correcting the measurement error in the independent variable and addressing the associated attenuation bias.

Second, the IV estimates measure the returns to electrification from a selected set of the most efficient, lowest-cost hydropower plants. The OLS estimates, in contrast, report the development effects of the current distribution of hydropower dams and sub-stations in Brazil, many of which may have been placed on the basis of political and other considerations. Thus the larger IV estimates may reflect the fact that the rates of return on geographic cost-minimizing placement of electricity infrastructure are larger than infrastructure allocated on the basis of politics or other non-cost considerations. Areas that received electricity primarily because of the low cost of provision rather than a socio-economic, political or other demand-side pull may have derived the greatest benefits. Consistent with this interpretation, Cadot, Roller and Stephan (2006) show that transport infrastructure is highly susceptible to politically motivated allocations. Engel, Fischer, and Galetovic (2009) show that even once developed, public works projects may not be adequately
maintained because of political considerations. And in Brazil, the allocation of publicly provided health services has been shown to be subject to political considerations (Mobarak, Rajkumar and Cropper 2011).

Third, as described in detail in section 2, the electricity network in Brazil was designed and expanded primarily by the government or government managed utility companies during the period covered by our data (1950-2000). The demand-side endogeneity bias that the IV estimation corrects may have been of the form of the government targeting poorer areas important for maintaining political support (such as the program Luz para Todos) rather than more intensive expansions in developed areas where demand is likely to be greatest. OLS estimates would be biased downward due to the government’s promotion of its development objectives.

5.3 Exploring the Mechanism underlying the Development Effects of Electrification

Estimating the large positive county-level development effects of electrification does not by itself imply that there are true productivity gains that justify greater national-level investment in infrastructure. This is because electrification can induce movement of people and firms in general equilibrium, and the large gains in human development and housing values we observe may simply be a result of the re-sorting of productive workers and firms toward electrified areas. Alternatively, electrification may lead to real gains in employment and labor productivity if it allows firms to use capital more efficiently or if it changes workers’ incentives or ability to invest in human capital. In this section, we will examine the effects of electrification on a broad range of outcomes on which county-level long-term time series data are available as a way to gauge which of the two mechanisms underlie the observed positive development effects of electrification.

In table 8, we estimate the impact of electrification on each of the three components of human development - longevity, education, and income. We find that the development gains are concentrated in the income and education sectors, and not in health. The effect of electricity on life expectancy is both statistically insignificant and very close to zero. This is consistent with the possibility that electrification has conflicting effects on health - it allows for improvements in health technology and service delivery, but it may also increase pollution and strain through expansions of heavy manufacturing industries.
The estimated effect of electrification on average household income is quite large and positive in the FE-IV specification, but negative in OLS (suggesting a downward bias from the government’s targeting of under-developed areas). Going from no electrification to full electrification takes the median Brazilian county in 1980 to the income-HDI level of the 75th percentile county.

The education component of the U.N. Human Development Index is comprised of literacy and school enrollment. A county gaining access to full electrification leads to a gain of 14 index points in its education score according to the FE-IV specification. This represents a move from the 50th percentile to the 93rd percentile county in 1980.

The last few columns of the table examine effects on direct household income and poverty measures, as opposed to index values. The development gains are large - a 10% increase in electrification reduces poverty by about 5% at the mean.

5.3.1 Employment Effects by Sector

Having established that the gains from electrification are concentrated in income and education (and not in health), we next try to get a sense of (a) whether the income effects are realized due to better employment conditions, and (b) the sectoral distribution of the gains - in formal and informal sectors and in urban versus rural areas. Table 9 reports the effects of electrification on a broad notion of being “economically active” (including self and informal employment), then on the narrower concept of formal sector employment, and finally, on formal employment in urban and rural areas separately.

We see that electrification holds similar large positive benefits to both formal and informal or self employment in table 9. Going from zero to full electrification is associated with a 13-15 percentage point increase in the probability of employment. Again, the effects are much larger in the preferred fixed effects IV specification than in the OLS specification. Furthermore, the gains are very similar in both urban and rural areas within counties.

The 13-15 percentage point increase in employment probability represents a 40% improvement in mean employment conditions across Brazilian counties. This helps rationalize the large gains in income we observed in table 8. The similarities in the size of these effects across sectors and locations suggest that the broad-based improvements in labor skills and education (observed earlier) are more likely to explain these effects than narrowly focused improvements in the quality and
efficiency of capital in manufacturing or any one other sector. While it is possible that industry gains when factories can use better electric-powered capital, and agriculture simultaneously gains with better irrigation technology, and there are downstream general equilibrium effects on the informally employed and self-employed in small-scale manufacturing and services, the remarkable consistency in the magnitude of the employment effects across sectors and locations seems quite unlikely. The more likely mechanism at play is a broad-based gain in labor productivity following electrification.

5.3.2 The Source of Labor Productivity

Improvements in labor productivity are likely related to the large improvements in educational attainment observed in table 8. In table 10 we try to identify at what level these education gains occurred: were they concentrated in reducing illiteracy, improving primary education, or increasing school enrollment at all levels? Going from none to full electrification leads to a seven percentage point drop in the illiteracy rate in the county, which represents a 22% drop at the mean. The proportion of the population with less than four years of education drops twelve percentage points, or a 19% decrease at the mean. School enrollment across all levels experiences the largest gain: years of schooling in the population increases by 1.2 years, which represents about a 45% increase at the mean. In summary, while there were significant gains in reducing illiteracy and improving primary enrollment, the largest magnitude of gains from electrification appear to be in post-primary education.

Beyond education, the greater work experience that workers accumulate due to improved employment conditions may have also contributed to the improvement in labor productivity. To examine this channel, we look at the effect of electrification on a stock of human capital variable created by the Instituto de Pesquisa Econômica Aplicada (IPEA). IPEA estimates the human capital variable by running Mincer regressions using census and survey data to estimate the returns to education and experience, and uses these estimates to monetize and combine the gains in average education and work experience in counties. The effect of electrification on the stock of human capital in a county is quite large—going from no electrification to full electrification generates a 53% increase at the mean. This again suggests that the gain in labor productivity is associated with the accumulation of skills at the middle and upper end of the distribution through both primary
and post-primary education and work experience.

5.4 Real Productivity Gains or the Effects of Migration and Sorting?

We have documented positive income and employment effects of electrification across sectors and locations, and these effects appear most consistent with broad-based labor productivity improvements in newly electrified areas. The productivity gains may have been a real effect of electrification (e.g. increases in efficiency and returns to education allow workers to invest more in education, quality of complementary inputs like capital increases, or there is better accumulation of work experience as employment conditions improve), or it may be explained by re-sorting of workers through migration into electrified areas. Mobility of workers and firms can increase real productivity gains (e.g. employment conditions improve as firms move in to electrified areas, and this subsequently leads to greater accumulation of human capital). Our goal in this sub-section is to examine whether the large development effects we have observed can be fully explained by migration and re-sorting.

We look for evidence on this directly by examining the effects of electrification on in-migration in each county. Migration data is only available for the 1990 and 2000 census, which considerably shortens our panel. The point estimate in the preferred fixed effects IV specification indicates that a move from zero to full electrification doubles the influx of migrants into counties, but the standard errors around this estimate are very large, possibly due to the short panel. However, an important point to note is that only 7% of the average county’s population is comprised of recent migrants, and thus even a doubling of the in-migration rate does not change the composition of the population dramatically. A 10% increase in electrification would increase the migrant share of the population from 7.2% to 8.0%. It is unlikely that this increase in the migrant share could account for the 5% (or 3.4 percentage point) reduction in poverty and 4% improvement in employment conditions associated with that 10% increase in electrification. Therefore, even taking the large (but imprecisely estimated) coefficient in the migration regression at face value, it can only explain a small portion of the development gains.

We next examine effects on county population density and within-county urbanization to look for further evidence of changes in population composition using variables for which we have a longer panel. The preferred FE-IV estimate of the effect of electrification on population density is actually smaller than the OLS estimate, which suggests that the government may have targeted
electricity to more densely populated (but poorer, less developed) regions. The correctly estimated
effect of electricity on population density is small and statistically insignificant, further bolstering
the case that (a) a change in population composition is unlikely to explain the large magnitude
of development and productivity gains from electricity that we have documented, and (b) the
influx of migrants induced by electrification does not change overall population composition that
much, since migrants are a small share of the overall population. The urbanization measure does
provide evidence of substantial within-county sorting following electrification. Going from zero to
full electrification leads to 12 percentage point more of the county population being classified as
“urban,” which could either be a result of rural residents shifting towards the population centers
within counties, or because the greater agglomeration leads to more of the county being classified
as urban by the statistical agency. Either way, this is a within-county move, and cannot explain
away the cross-county estimates of productivity gains associated with electrification.

To summarize, we first observe large improvements in overall development measures following
electrification, with gains concentrated in income and education (but not health). The improve-
ments are equally large across sectors and across urban and rural areas, which are suggestive of
broad-based increases in labor productivity. Workers accumulating both more education and more
experience appear to be contributing to the productivity increase. Migration and re-sorting of
workers and firms cannot explain away the magnitude of the development gains observed, which
suggests that electrification brought about some real improvements in labor productivity.

5.5 Robustness Checks

This section reports the results of additional regressions designed to examine various threats to
identification. The first important concern we address is the possibility that electricity proxies for
a broader package of infrastructure investments. Infrastructure is sometimes delivered as a package,
and solving the logistics associated with constructing transmission lines may itself lead a parallel
road being built or other infrastructure services being delivered more efficiently. Our IV strategy
is designed to mitigate this concern, and it is particularly helpful that our engineering model based
instrument’s reliance on both water (which likely lowers cost of delivery and attracts infrastructure)
and gradient (which likely increases costs and repels other infrastructure) makes the spatial patterns
of hydropower generation and of the delivery of other types of infrastructure distinct. Nonetheless,
Table 12 examines the sensitivity of our results to inclusion of other infrastructure control variables. We include controls for the percentage of households in the county with running water and with improved sanitation access computed from the decennial census data. Unfortunately, we do not have any direct measure of the evolving development of roads over time. We do have car ownership data from the last two censuses, but only one of those two years overlaps with our sample, so even this imperfect proxy for roads is not directly useful for our regressions. Instead, in table 12b we show that the growth in car ownership is positively correlated with water availability in the county interacted with a time trend, and negatively correlated with land slope interacted with a time trend. Motivated by these two correlations, we use the water trend and the land slope trend as proxies for the road network.

Table 12 shows that the effects of electrification on our summary measures of local development (average housing values and the county human development index) remain positive, statistically significant and of similar magnitude after controlling for other these other measures of infrastructure (access to running water, improved sanitation, and indirect proxies for roads). Two important shortcomings of this robustness check are (a) the provision of other infrastructure may also be endogenous, and we do not have exogenous instruments for their availability, and (b) our proxy for the growth of the road network is indirect.

The first two columns of tables 13 and 14 use a census-based measure of household electrification instead of the measure constructed from historical maps of generation plants and transmission lines. The fraction of households with electricity access may be less susceptible to concerns about some types of measurement error, and also provides a direct measure of household-level connectivity. The within-year correlation between the infrastructure variable and the census variable on household electrification rates is 0.545. Receiving electricity infrastructure in the county raises the household electrification rate by 9 percentage points in a regression controlling for year and county fixed effects.

The instrument has a poorer fit for the census electrification variable in the first stage, probably because our engineering model is designed to predict the optimal placement of electricity infrastructure, whereas variation in the extent of household electrification is more directly determined by other demand factors. Reassuringly, estimates of the development effects of electrification remain qualitatively and quantitatively very similar when the census variable is used. A 9 percentage point
increase in the household electrification rate (which is the average effect of getting infrastructure in the county) increases the Human Development Index by about 9 points, which is almost exactly the magnitude of this effect when estimated with our infrastructure data. The estimated effects on housing values are also very similar across the two specifications.

The engineering model we develop to construct the instrument uses three geographic variables as inputs: availability and flow of water, the gradient of the river, and the location of the Amazon. The Amazon is a unique region in many respects, and also has very low rates of electrification. While we include location fixed effects in all our preferred specifications, there may be a concern that the Amazon follows a very different development trend, and the differential evolution of Amazon and non-Amazon regions coupled with the differential rates of electrification explains our results. In the third column of tables 13 and 14, we flexibly control for a differential Amazon trend by including a full set of interactions between the Amazon dummy and the decade dummies as regressors. Furthermore, we also include a full set of interactions between a water availability dummy and the decade dummies as regressors to allow for water rich areas to have a differential time trend. Reassuringly, the estimates of the development effects of electrification remain quantitatively and qualitatively very similar after these controls are added. Going from no electrification to full electrification increases the human development index by about 10 points in this specification.

The first step of our engineering model uses data from Brazil to parameterize the cost function for building hydropower dams. A possible concern with this approach is that assigning the relative importance of water flow, river gradient and the Amazon using Brazilian data may introduce an element of demand-side preferences specific to Brazil in determining hydropower dam placement. We therefore re-estimate the cost function using data from the United States rather than Brazil, re-calibrate the engineering model and generate a new instrument. This instrument is used in the fourth columns of tables 13 and 14. The geology of hydropower generation in the U.S. is very different from Brazil because the two countries have very different levels of water resources and differential reliance on hydropower relative to other sources of energy. Accordingly, we lose some predictive power, and also find that the estimated effect of electrification on development is only half as large, although still positive under this specification.
6 Conclusion

Unreliable energy in the developing world is viewed by firms as a significant obstacle to doing business (Straub 2008), and donors and governments have been persuaded to invest in large-scale infrastructure projects. There remain good competing demands on development funds, which make it important for social scientists to inform policy-makers about the returns to infrastructure investment. The findings of this study are also relevant for Brazil specifically, as there is strong debate over the construction of new hydro-electric dams, particularly in the Amazon. Former President Luiz Inacio Lula da Silva committed to increasing hydro-electric energy in the country as a priority of his government, and current president Dilma Rousseff is known to be expanding infrastructure as a priority of her government (New York Times, 2005; The Economist, 2010).

Our study addresses this challenging question by isolating an exogenous portion of the variation in electrification across Brazil based on engineering cost factors. The methodology and engineering model we develop can be useful for studying the effects of hydropower investments in other countries, and the general concept can be applied to a broader range of infrastructure projects. The empirical section documents large development gains from investments in electricity, which are substantially under-estimated when one fails to account for the endogenous placement of projects. These gains are concentrated in education, employment and income. The development gains are of similar magnitude across sectors and areas, and they are suggestive of broad-based improvements in labor productivity in the decade following electrification. Importantly for national policy, the magnitude of the development effects is unlikely to be explained by selective in-migration of productive people and firms. The productivity and development gains are thus a value-added to society, and not just re-sorting of already productive resources in general equilibrium.
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B Data Appendix

There is no comprehensive source for electricity data over our period of analysis across Brazil. Most of the network was privatized in the 1990s, and the overseeing agencies, Operador Nacional do Sistema Elétrico (ONS) and Agência Nacional de Energia Elétrica (ANEEL) were formed in the early 1990s and have little institutional memory for the period prior to their charters. In order to assemble our data set, we traveled to Brazil and met with professionals in the field at major electricity companies and government agencies in Brasilia, São Paulo, Rio de Janeiro, Curitiba, Salvador, and Foz do Iguaçu (Itaipu). The meetings with local professionals were informative not only in terms of data with which they provided, but also for the broader understanding of the development of the electricity network in Brazil.

We collected data from the Ministério de Minas e Energia and ANEEL in Brasilia, Eletrobrás, ONS, the Memoria de Eletricidade, and Furnas in Rio de Janeiro, Compania Hidrelétrica de São Francisco (CHESF) in Salvador, Copel in Curitiba, and Itaipu Binacional in Foz do Iguaçu. Data on the location and year of creation of plants was assembled from a database of important power plants from Sistema de Informações Georreferenciadas do Setor Elétrico (SIGEL) and a historical study of hydroelectricity in Brazil by the Memoria de Eletricidade.

Data on the state of the network in each decade was assembled from a combination of sources. Data from the 1960s was procured primarily through feasibility studies conducted by the Canambra Engineering Consultants who did a comprehensive survey of electricity in Brazil in the 1960s, focusing on the South and South-Central Brazil. Inventories of the network as of the publication dates in 1965 and 1967 were included as part of the surveys, and maps were also included to show the placement of the network. CHESF also provided limited information about the state of the network in North Eastern Brazil from 1960 through the present.

The 1970s data was assembled from maps drawn by Furnas and Eletrobrás in 1973. Data from the 1980s is from a comprehensive inventory done by SIESE in 1987. The survey includes detailed data on both transmission lines and generation plants. Data from the 1990s is from a listing by SIGEL which is a survey of the current electricity network done by ANEEL. Data from 2000 is from both SIGEL and SINDAT, the database of the current electricity network done by ONS.

We had the data from the inventories in each period entered into Excel spreadsheets by firms in India and Bangladesh. Data on line voltage was used to ensure comparability of inventories conducted by different sources-only lines of at least 69 kilovolts were included as transmission lines-13 kilo volt lines were considered part of the distribution networks. Data from the tables were transferred into GIS maps which we then compared against maps which were drawn of the electricity network in each decade in order to insure the accuracy of our final decade-by-decade networks.

C Appendix: Modeling Electricity Networks in Brazil: An Engineering Cost Approach

In choosing locations for electrification, engineers focus on two factors: geographic factors which affect the cost of generating electricity and transporting it, and load factors related to the demand for electricity. In order to generate an instrument for electricity provision, we focus on the cost factors which determine engineers’ least cost estimates. This means that we abstract from the demand side factors and focus on the geographic factors determining areas which are low cost for the generation of electricity. The cost side of the engineer’s decision mainly consists of two components: the placement of the generation plants and the placement of the transmission substations. In our model, we predict the expansion of electricity networks according to the geologic factors which
The force of falling water is the primary factor used in generating hydropower. Large generation plants in Brazil typically consist of a large dam which separates the upstream reservoir from the downstream portion of the river, the intake gates which allow limited amounts of water from the reservoir into the penstock through which water is allowed to run through the dam to the turbine. The pressure from the upstream water in the reservoir pushes the turbine which transmits current to the electric coils, and the current is then collected at high voltage levels for transmission through the high voltage transmission lines (Gulliver and Arndt, 1991). A diagram of electricity generation is shown in figure 11. Generation plants therefore require large amounts of water flow and large changes in elevation. The large levels of flow ensure that the river does not run dry over parts of the year, and the large changes in elevation allow for higher amounts of pressure on the turbines with relatively smaller amounts of water.

![Figure 1: The generation of hydro-electric power. Source: Tennessee Valley Authority, 2010.](image)

The length of the transmission lines increases the cost of the electricity. The high voltage lines are expensive, and there are electricity losses over space as the electricity is transported further from the area where it was generated.

We generate measures of the geographic factors used by engineers in determining the optimal placement of hydro power plants by using data in the United States Geological Survey’s Hydro 1K database. We overlay the map of Brazil with a grid of evenly spaced grid points each 15km apart. We also draw a buffer of 2km around each piece of each river, to proxy the actual placement of rivers. We then draw circles of radius 12km around each grid point, and extract data on the maximum slope and average slope on land, maximum and average slope in water, and the maximum and average flow accumulation of water in the rivers for each circle surrounding a grid point. This data is then attributed to the grid point, which has a unique identifier. An example of how we generate the geological observations is shown in figure 2.

We also overlay the map of actual placement of hydropower plants on our map of grid points. A grid point is assigned to have a hydropower plant if a hydropower plant is located within the grid point’s circle.

Our engineering cost model begins by selecting the locations of generation plants based on probabilities estimated in a probit equation based on the geographic factors. An indicator for whether or not a hydropower plant occurs within a grid circle is regressed on the average and maximum slope of the river within the grid circle, the log of the maximum flow accumulation (the number of raster grids which flow into each raster), a water indicator which takes the value of one if the circle has a river or stream in it, zero otherwise, and an Amazon indicator. The Amazon indicator allows for the fact that building hydropower plants in the Amazon is costly, as materials
need to be transported into the Amazon and the transmission lines to major cities would have to be quite long.

The initial placement of transmission substations is randomly selected from the remaining grid points across Brazil. Two substations are allocated to each power plant. The cost of the transmission lines is calculated based on distance and an Amazon indicator. (High materials costs are assumed for transmission stations within the Amazon as transport costs are high). Costs are calculated by the length of each line—longer lines are more expensive. The program randomly chooses alternative points and calculates the cost of the transmission lines through those points. If the line cost for the alternative points is lower, the alternative points are retained. This process is repeated until a lowest cost allocation is achieved for each decade (30,000 iterations).

Distribution networks surrounding each transmission substation and power plant are generated by selecting all points within a 50 km radius of a transmission substation as the local distribution area of electricity.

The process is repeated for subsequent decades. In each decade, power plants are allocated to the highest probability points for generation from the probit equation which have not yet received electricity. Initial locations for transmission substations are randomly chosen from the points across Brazil which have not yet received substations or power plants in earlier decades. Alternative points are proposed for the new substations. Substations and plants from previous decades are not altered. The program is again iterated until the lowest cost equilibrium is reached.

Grid points assigned to receive electricity in a given decade are given a value of 1, while those which are not projected to receive electricity in that decade are given a value of 0. The vector of projected indicator values for each grid point is then collapsed to the county level, and average predicted electrification within each county in each decade is used as our instrument for electricity provision in the instrumental variable regressions.

For robustness, we generate a similar model using geographic data from the US and the placement of hydropower plants in the US. We develop the geographic measurements in the same way as our geologic measurements in Brazil—with evenly spaced 15km apart grid points across the US overlaid with 12km circles in which we generate average and maximum values of slope and flow accumulation, and locations of hydropower plants. We then run a probit regression similar to our probit regression of hydropower plant locations in Brazil, and use these US coefficients to generate predictions for the grid points in Brazil which have the highest probability for the location of a hydropower plant based on their geographic characteristics. We then predict the placement of the hydropower plants and transmission networks in each decade using the predicted plant locations based on the coefficients from the US probit regression, and test whether using the geographic
weights from a similar probit regression run in the United States on locations of hydropower plants makes a difference in placement of electricity. We find that the results are similar across the two models.
Table 1: Probit regression, estimating probabilities of locating a hydropower plant at a given grid point

<table>
<thead>
<tr>
<th></th>
<th>Probit coefficient</th>
<th>Mean value in Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of Maximum Flow</td>
<td>0.029**</td>
<td>0.452</td>
</tr>
<tr>
<td>Accumulation</td>
<td>(0.014)</td>
<td></td>
</tr>
<tr>
<td>Average Slope in the river</td>
<td>0.044</td>
<td>0.301</td>
</tr>
<tr>
<td>Maximum Slope in the river</td>
<td>0.062***</td>
<td>0.822</td>
</tr>
<tr>
<td>Amazon Indicator</td>
<td>-0.753***</td>
<td>0.452</td>
</tr>
<tr>
<td>Indicator for location</td>
<td>-0.030</td>
<td>0.462</td>
</tr>
<tr>
<td>has a river in it</td>
<td>(0.066)</td>
<td></td>
</tr>
</tbody>
</table>

Observations are at the grid point level, and the dependent variable is an indicator for whether or not the grid point had a hydropower plant in any year between 1960 and 2000. Grid points are evenly spaced points with 15 kilometers between each grid point across Brazil. The geographic variables are calculated as explained in appendix C, and shown in figure 2. Measured values of the geographic variables are extracted from the US Geological Survey’s Hydro 1K database. The coefficients shown are the probit coefficients, the mean value of each of the variables in the sample are shown to the right. Standard errors in parentheses. ** p < 0.05, * p < 0.1
Table 2: Summary Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity</td>
<td>8730</td>
<td>0.721</td>
<td>0.421</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Percent Electrified</td>
<td>8730</td>
<td>0.602</td>
<td>0.328</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Modeled Electricity Instrument</td>
<td>8730</td>
<td>0.592</td>
<td>0.472</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Measures of Demand

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population density</td>
<td>8730</td>
<td>62.709</td>
<td>292.186</td>
<td>0.041</td>
<td>10097.86</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>8728</td>
<td>3.765</td>
<td>6.057</td>
<td>0.084</td>
<td>252.13</td>
</tr>
<tr>
<td>Industrial GDP per capita</td>
<td>8730</td>
<td>1.196</td>
<td>3.708</td>
<td>0.002</td>
<td>112.18</td>
</tr>
</tbody>
</table>

Summary Measures of Development

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average value of housing</td>
<td>8730</td>
<td>13.048</td>
<td>8.370</td>
<td>0.428</td>
<td>62.533</td>
</tr>
<tr>
<td>Human Development Index*</td>
<td>8730</td>
<td>0.557</td>
<td>0.169</td>
<td>0.155</td>
<td>0.886</td>
</tr>
</tbody>
</table>

HDI Components

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDI Longevity</td>
<td>8730</td>
<td>0.569</td>
<td>0.117</td>
<td>0.170</td>
<td>0.881</td>
</tr>
<tr>
<td>HDI Salaries</td>
<td>8730</td>
<td>0.472</td>
<td>0.287</td>
<td>0.013</td>
<td>1.135</td>
</tr>
<tr>
<td>HDI Education</td>
<td>8730</td>
<td>0.515</td>
<td>0.154</td>
<td>0.075</td>
<td>0.877</td>
</tr>
<tr>
<td>Gross Monthly Income per capita</td>
<td>8730</td>
<td>0.114</td>
<td>0.085</td>
<td>0.004</td>
<td>0.787</td>
</tr>
<tr>
<td>Poverty</td>
<td>8730</td>
<td>60.469</td>
<td>24.920</td>
<td>3.81</td>
<td>99.88</td>
</tr>
</tbody>
</table>

All R$ values are given in constant 2000 R$. *The calculation of the HDI variables changed in 1991—the HDI variables have been made comparable across decades by multiplying 2000 values by the ratio of old to new 1991 values. The HDI component indices are of the general format: (observed value−minimum value)/(maximum value−minimum value).
## Table 3: Summary Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent Economically Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people in the county at least 10 years of age who are employed for pay, are self-employed, or are employed without pay for at least 15 hours per week, divided by total population in the county.</td>
<td>8730</td>
<td>0.364</td>
<td>0.070</td>
<td>0.175</td>
<td>0.630</td>
</tr>
<tr>
<td>Percent Employed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people in the county who are employed for pay, divided by total population of the county.</td>
<td>8730</td>
<td>0.347</td>
<td>0.063</td>
<td>0.132</td>
<td>0.613</td>
</tr>
<tr>
<td>Urban Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population living in urban areas of the county reporting that they are employed for pay, divided by total population living in urban areas of the county.</td>
<td>8730</td>
<td>0.338</td>
<td>0.069</td>
<td>0.100</td>
<td>0.606</td>
</tr>
<tr>
<td>Rural Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population living in rural areas of the county reporting that they are employed for pay, divided by total population living in rural areas of the county.</td>
<td>8685</td>
<td>0.349</td>
<td>0.068</td>
<td>0</td>
<td>0.741</td>
</tr>
<tr>
<td><strong>Human Capital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiteracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The percentage of people aged 15 and above who can not, with understanding, both read and write a short, simple statement on their everyday life.</td>
<td>8730</td>
<td>32.00</td>
<td>17.96</td>
<td>1.8</td>
<td>89.9</td>
</tr>
<tr>
<td>Less than 4 years of Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of adults over age 15 with less than four years of formal education.</td>
<td>8730</td>
<td>65.248</td>
<td>21.160</td>
<td>9.07</td>
<td>99.8</td>
</tr>
<tr>
<td>Average years of Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio between the sum of the number of years of schooling completed by people at least 25 years of age and the number of people in this age group.</td>
<td>8730</td>
<td>2.77</td>
<td>1.551</td>
<td>0</td>
<td>9.61</td>
</tr>
<tr>
<td>Human Capital per capita</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The estimated difference between labor market incomes and expected income for worker with no education or experience.</td>
<td>6549</td>
<td>19.06</td>
<td>7.115</td>
<td>6.569</td>
<td>59.01</td>
</tr>
<tr>
<td><strong>Population Changes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Migrants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of total population in the county who has migrated to the county in the past five years.</td>
<td>4366</td>
<td>0.072</td>
<td>0.041</td>
<td>0</td>
<td>0.329</td>
</tr>
<tr>
<td>Life Expectancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated at birth assuming constant mortality rates, in years.</td>
<td>8730</td>
<td>60.098</td>
<td>7.809</td>
<td>38.4</td>
<td>76.921</td>
</tr>
<tr>
<td>Population Density</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>People per square kilometer.</td>
<td>8730</td>
<td>78.502</td>
<td>372.90</td>
<td>0.042</td>
<td>11732.17</td>
</tr>
<tr>
<td>Percent of population in Urban Areas</td>
<td>8730</td>
<td>0.517</td>
<td>0.241</td>
<td>0.023</td>
<td>1</td>
</tr>
<tr>
<td><strong>Other Infrastructure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Households with Running Water</td>
<td>8730</td>
<td>0.393</td>
<td>0.282</td>
<td>0</td>
<td>0.993</td>
</tr>
<tr>
<td>Percent of Households with Sanitation</td>
<td>8730</td>
<td>0.194</td>
<td>0.267</td>
<td>0</td>
<td>0.978</td>
</tr>
<tr>
<td>Percent of Households with Cars</td>
<td>4366</td>
<td>0.006</td>
<td>0.009</td>
<td>0</td>
<td>0.132</td>
</tr>
<tr>
<td><strong>Geography</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>landslope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gradient over 1 square kilometer</td>
<td>8730</td>
<td>1.642</td>
<td>2.013</td>
<td>0</td>
<td>21.763</td>
</tr>
</tbody>
</table>

All R$ values are given in constant 2000 R$. 
Table 4: Conditional Correlations between engineering model and demand side variables

<table>
<thead>
<tr>
<th></th>
<th>Population Density</th>
<th>GDP per 1000 residents</th>
<th>Industrial GDP per 1000 residents</th>
<th>Percent Industrial GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engineering model</td>
<td>Cross sectional</td>
<td>0.062***</td>
<td>-2.767**</td>
<td>-1.700</td>
</tr>
<tr>
<td>prediction of</td>
<td>with state dummies</td>
<td>(0.02)</td>
<td>(1.21)</td>
<td>(1.09)</td>
</tr>
<tr>
<td>lowest cost</td>
<td>Fixed Effects</td>
<td>0.005</td>
<td>-1.320</td>
<td>-1.363</td>
</tr>
<tr>
<td>locations</td>
<td></td>
<td>(0.02)</td>
<td>(0.93)</td>
<td>(1.31)</td>
</tr>
<tr>
<td>Actual</td>
<td>Cross sectional</td>
<td>0.131***</td>
<td>0.806</td>
<td>1.632</td>
</tr>
<tr>
<td>Electricity</td>
<td>with state dummies</td>
<td>(0.05)</td>
<td>(1.43)</td>
<td>(2.04)</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Fixed Effects</td>
<td>0.112</td>
<td>-2.831</td>
<td>-5.140</td>
</tr>
<tr>
<td>Placement</td>
<td></td>
<td>(0.09)</td>
<td>(2.64)</td>
<td>(3.93)</td>
</tr>
</tbody>
</table>

The coefficients are the conditional correlation between the demand side variables (Population density, GDP per 1000 residents, Industrial GDP per 1000 residents and Percent of Industrial GDP), and the electricity variables (modeled predictions and actual placement from the data). All R$ values are in constant 2000 R$ per resident. Decade dummies are included in all specifications. The fixed effects specifications include county fixed effects.

Table 5: First Stage regressions

Dependent variable: Actual electricity availability from infrastructure inventories.

<table>
<thead>
<tr>
<th></th>
<th>Modeled Electricity Availability</th>
<th>Land slope</th>
<th>Year FE?</th>
<th>State FE?</th>
<th>County FE?</th>
<th>r2</th>
<th>N</th>
<th>F-Stat</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.507***</td>
<td>0.045***</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>0.379</td>
<td>8730</td>
<td>232.64</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.05)</td>
<td></td>
</tr>
</tbody>
</table>

Dependent variable is prevalence of electricity infrastructure in the county. Errors are clustered at the county level. County size weights are included in all specifications. Data is from 1960-1990 (because dependent variables in second stages are 1 period forward with the last available data in 2000).
Table 6: Housing Values

<table>
<thead>
<tr>
<th>Dependent variable: Average Value of Housing</th>
<th>OLS Regressions</th>
<th>IV Regressions using Modeled Electricity Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged Electricity</td>
<td>4.667***</td>
<td>9.067***</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(0.81)</td>
<td>(1.60)</td>
</tr>
<tr>
<td>Land slope</td>
<td>0.357</td>
<td>-0.266</td>
</tr>
<tr>
<td>Year FE?</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Region FE?</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>State FE?</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>County FE?</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

Dependent Variable is average housing value in thousands. Year Dummies are included in all regressions. All regressions have county size weights and year dummies, errors are clustered by county. The average housing value in the sample is 13.048.

Table 7: Human Development Index

<table>
<thead>
<tr>
<th>Dependent variable: Human Development Index</th>
<th>OLS Regressions</th>
<th>IV Regressions using Modeled Electricity Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged Electricity</td>
<td>0.030**</td>
<td>0.099***</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(0.01)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Land slope</td>
<td>0.006</td>
<td>-0.004</td>
</tr>
<tr>
<td>Year FE?</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Region FE?</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>State FE?</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>County FE?</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

The dependent variable is the human development index. Year dummies are included in all regressions. All regressions have county size weights, and errors are clustered by county. The average HDI value in the sample is 0.557.
Table 8: Dependent Variables: Human Development Index Components and other Poverty Measures

| Dependent variable: Human Development Index Components and other Poverty Measures |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| HDI: Longevity                  | OLS  | IV   | OLS  | IV   | OLS  | IV   |
| HDI: Income                     | OLS  | IV   | OLS  | IV   | OLS  | IV   |
| HDI: Education                  | OLS  | IV   | OLS  | IV   | OLS  | IV   |
| Gross Income                    | OLS  | IV   | OLS  | IV   | OLS  | IV   |
| Poverty                         | OLS  | IV   | OLS  | IV   | OLS  | IV   |
| Lagged Elect.                   | -0.004| -0.010| -0.045**| 0.274***| 0.029***| 0.146***|
| Infrastructure                  | (0.01)| (0.04)| (0.02)| (0.11)| (0.01)| (0.04)|
| N                               | 8730 | 8730 | 8730 | 8730 | 8730 | 8730 |
| Mean of dep var                 | 0.569| 0.569| 0.472| 0.472| 0.515| 0.515|

Dependent Variables are the component indices of the HDI index and other poverty measures. Year Dummies included in all regressions. All regressions have county size weights and year dummies, errors are clustered by county.

Table 9: Dependent Variables: Measures of Employment Effects

<table>
<thead>
<tr>
<th>Dependent variable: Employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economically</td>
</tr>
<tr>
<td>Formal Employment</td>
</tr>
<tr>
<td>Formal Employment (Urban)</td>
</tr>
<tr>
<td>Formal Employment (Rural)</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>Lagged Electricity</td>
</tr>
<tr>
<td>Infrastructure</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>Mean of dep var</td>
</tr>
</tbody>
</table>

Dependent Variables are Employment Variables. Year Dummies included in all regressions. All regressions have county size weights and year dummies, errors are clustered by county.

Table 10: Dependent Variables: Measures of Education Effects

<table>
<thead>
<tr>
<th>Dependent variable: Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illiteracy</td>
</tr>
<tr>
<td>Less than 4 years Education</td>
</tr>
<tr>
<td>Years in School</td>
</tr>
<tr>
<td>Human Capital</td>
</tr>
<tr>
<td>Lagged Electricity</td>
</tr>
<tr>
<td>Infrastructure</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>Mean of dep var</td>
</tr>
</tbody>
</table>
### Table 11: Population Changes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OLS IV</td>
<td>OLS IV</td>
<td>OLS IV</td>
<td>OLS IV</td>
</tr>
<tr>
<td>Lagged Electricity</td>
<td>0.011 0.079</td>
<td>-0.742* -1.680</td>
<td>6.062** 0.908</td>
<td>0.009 0.124*</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(0.03) (0.16)</td>
<td>(0.39) (1.79)</td>
<td>(2.48) (10.06)</td>
<td>(0.02) (0.07)</td>
</tr>
<tr>
<td>N</td>
<td>4366 4366</td>
<td>8730 8730</td>
<td>8730 8730</td>
<td>8730 8730</td>
</tr>
<tr>
<td>Mean of dep var</td>
<td>0.072 0.072</td>
<td>60.098 60.098</td>
<td>78.502 78.502</td>
<td>0.517 0.517</td>
</tr>
</tbody>
</table>

Dependent Variables are population change variables. Migration data is available only for 1990 and 2000, making the panel substantially shorter. Year Dummies included in all regressions. All regressions have county size weights and year dummies, errors are clustered by county.

### Table 12: a. Robustness Tests: Including other Infrastructure as Controls

<table>
<thead>
<tr>
<th>Average Housing Value</th>
<th>Human Development Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS IV</td>
</tr>
<tr>
<td>Lagged Electricity</td>
<td>0.945* 13.708*</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(0.53) (7.14)</td>
</tr>
<tr>
<td>Lagged</td>
<td>0.011 -0.352</td>
</tr>
<tr>
<td>Running Water</td>
<td>(2.11) (1.60)</td>
</tr>
<tr>
<td>Lagged Sanitation</td>
<td>-2.319 -3.378*</td>
</tr>
<tr>
<td>Access</td>
<td>(2.20) (1.93)</td>
</tr>
<tr>
<td>Water</td>
<td>-0.061 -0.455</td>
</tr>
<tr>
<td>Trend</td>
<td>(0.34) (0.37)</td>
</tr>
<tr>
<td>Land slope Trend</td>
<td>0.338*** 0.056</td>
</tr>
<tr>
<td></td>
<td>(0.12) (0.16)</td>
</tr>
<tr>
<td>Year Dummies</td>
<td>Y Y</td>
</tr>
<tr>
<td>N</td>
<td>6549 6549</td>
</tr>
<tr>
<td>Mean of dep var:</td>
<td>13.048 13.048</td>
</tr>
</tbody>
</table>

Dependent Variables are average housing value and HDI. Decade Dummies are included in all regressions. All regressions have county size weights and year dummies, errors are clustered by county. Water trend and land slope trend are included as proxies for the evolving availability of road infrastructure, for which we do not have available data spanning the time period of interest. Table 12b. shows the correlation between car ownership and water trend and land slope trend during the census years 1990 and 2000 in which they were collected, suggesting that these may be appropriate proxies for road availability.

### Table 12: b. Land slope trend as a control for roads

<table>
<thead>
<tr>
<th>Percent of Households with cars</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land slope Trend</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Water Trend</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Year dummies?</td>
</tr>
<tr>
<td>County FE?</td>
</tr>
<tr>
<td>N</td>
</tr>
</tbody>
</table>
Table 13: Additional Robustness Tests

<table>
<thead>
<tr>
<th>Dependent Variable: Average Housing Value</th>
<th>OLS</th>
<th>IV</th>
<th>IV</th>
<th>IV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of Houses</td>
<td>11.406***</td>
<td>44.172*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrified</td>
<td>(1.43)</td>
<td>(25.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lagged Electricity</td>
<td>8.760***</td>
<td>3.075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(3.03)</td>
<td>(1.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Dummies?</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Water year dummies</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Amazon year dummies</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>County FE?</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>N</td>
<td>8732</td>
<td>8732</td>
<td>8730</td>
<td>8730</td>
</tr>
<tr>
<td>F-Stat in first stage regression for</td>
<td>2.08</td>
<td>40.32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

North America instrument

*The Electricity Instrument in this regression has been constructed using data on the importance of slope and water flow in the US. The Dependent Variable is average housing value. Decade dummies included in all regressions. All regressions have county size weights and decade dummies, errors are clustered by county.

Table 14: Additional Robustness Tests

<table>
<thead>
<tr>
<th>Dependent Variable: Human Development Index</th>
<th>OLS</th>
<th>IV</th>
<th>IV</th>
<th>IV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of Houses</td>
<td>0.212***</td>
<td>0.933*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrified</td>
<td>(0.02)</td>
<td>(0.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lagged Electricity</td>
<td>0.109**</td>
<td>0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrastructure</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Dummies?</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Water year dummies</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Amazon year dummies</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>County FE?</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>N</td>
<td>8732</td>
<td>8732</td>
<td>8730</td>
<td>8730</td>
</tr>
<tr>
<td>F-Stat in first stage regression for</td>
<td>2.08</td>
<td>40.32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

North America instrument

*The Electricity Instrument in this regression has been constructed using data on the importance of slope and water flow in the US. The Dependent Variable is human development index. Year Dummies included in all regressions. All regressions have county size weights and decade dummies, errors are clustered by county.
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