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Abstract

We study torture as a mechanism for extracting information from
a suspect who may or may not be informed. We show that a standard
rationale for torture generates two commitment problems. First, the
principal would benefit from a commitment to torture a victim he
knows to be innocent. Second, the principal would benefit from a
commitment to limit the amount of torture faced by the guilty. We
analyze a dynamic model of torture in which the credibility of these
threats and promises are endogenous. We show that these commit-
ment problems dramatically reduce the value of torture and can even
render it completely ineffective. We use our model to address ques-
tions such as the effect of enhanced interrogation techniques, rights
against indefinite detention, and delegation of torture to specialists.
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1 Introduction

A terrorist attack is planned for a major holiday, a few weeks from now.
A suspect with potential intelligence about the impending attack awaits
interrogation. Perhaps the suspect was caught in the wrong place at the
wrong time and is completely innocent. He may even be a terrorist but
have no useful information about the imminent attack. But there is another
possibility: the suspect is a senior member of a terrorist organization and is
involved in planning the attack. If we extract his information, the terrorist
attack can be averted or its impact reduced. In this situation, suppose
torture is the only instrument available to obtain information.

Uncertainty about how much useful intelligence a prisoner possesses
is commonplace, as is the question of whether torture should be used to
extract his information.! Also, the “ticking time bomb” scenario is often
invoked in discussions of whether torture is acceptable in extreme circum-
stances. There is a dilemma: the suspect’s information may be valuable
but torture is costly and abhorrent to society. Walzer (1973) famously ar-
gues that a moral decision maker facing this dilemma is “right” to torture
because the value of saving many lives outweighs the costs of torture.”

If this rationale can be used to justify starting torture in the first place, it
can also be used to justify continuing or ending torture once it has begun.
Then, two commitment problems arise. First, if torture of a high value
target is meant to stop after some time, there is an incentive to renege and
continue in order to extract even more information. After all, innocent
lives are at stake and if the threat of torture saves more of them, it is right to
continue whatever promise was made. Second, if after enough resistance
we learn that the suspect is likely a low value target, there is an incentive to

For example, in many interrogations in Iraq a key question is whether a detainee is
a low level technical operative or a senior Al Qaeda leader. There is also a debate about
whether harsh tactics should be used to get information (see Alexander and Bruning
(2008)).

2“[CJonsider a politician who has seized upon a national crisis-a prolonged colonial
war-to reach for power....Immediately, the politician goes off to the colonial capital to
open negotiations with the rebels. But the capital is in the grip of a terrorist campaign,
and the first decision the new leader faces is this: he is asked to authorize the torture of a
captured rebel leader who knows or probably knows the location of a number of bombs
hidden in apartment buildings around the city, set to go off within the next twenty-four
hours. He orders the man tortured, convinced that he must do so for the sake of the
people who might otherwise die in the explosions...”



stop. The suspect knows no useful information. It is better to interrogate
another suspect who might be informed. And torture is abhorrent and
inflicting it on an uninformed suspect cannot be justified.

Therefore, the orthodox normative rationale for torture naturally gen-
erates two commitment problems. First, a promise by the principal to limit
the amount of torture faced by the guilty is not credible. Second, the prin-
cipal finds it difficult to commit to torture a victim he knows to be inno-
cent. Both of these commitment problems encourage the informed suspect
to resist torture. The first problem discourages early concession as it only
leads to further revelations under the threat of yet more torture. The sec-
ond problem encourages silence as an attempt to hasten the cessation of
torture. What is the value of torture to a principal when these two com-
mitment problems are present?

We study a dynamic model of torture where a suspect/agent faces a
torturer/principal. The agent may have information that is valuable to
the principal - he knows where bombs are hidden or the locations of var-
ious persons of interest. We study the value of torture as an instrument
for extracting that information. This information extraction rationale is
invoked to justify torture in contemporary policy debates and hence this
is the scenario on which we focus. We emphasize that we are not study-
ing torture as a means of terrorizing or extracting a confession for its own
sake. While it is clear that torture has been used throughout history for
these means, and even as an end in itself, the purpose of our study is to
focus on the purely instrumental value of torture.

In our model there is a “ticking time-bomb”: the principal wants to ex-
tract as much information as possible prior to a fixed terminal date when
the attack will take place. Each period, the principal decides whether to
demand some information from the agent and threaten torture. The sus-
pect either reveals verifiable information or suffers torture. For example, an
agent can offer a location for a bomb and the principal can check whether
there is in fact a bomb at the reported address. An informed agent can
always reveal a true location while an uninformed agent can at best give a
false address. The principal is not seeking unverifiable cheap talk conces-
sions: those extracted through torture will never be of any value because
both the uninformed and the truly informed would only choose to make
false or irrelevant statements.

The interrogation process continues until either all of the information is
extracted or time runs out. We characterize the unique equilibrium of this
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game. In equilibrium the informed suspect reveals information gradually,
initially resisting and facing torture but eventually he concedes. The value
of torture is determined by the equilibrium rate of concession, the amount
of information revealed once a concession occurs, and the total length of
time that the suspect is tortured along the way.

A number of strategic considerations play a central role in shaping the
equilibrium. First, the rate at which the agent can be induced to reveal in-
formation is limited by the severity of the threat. If the principal demands
too much information in a given period then the agent will prefer to resist
and succumb to torture. Second, as soon as the suspect reveals that he is
informed by yielding to the principal’s demand, he will subsequently be
forced to reveal the maximum given the amount of time remaining. This
makes it costly for the suspect to concede and makes the alternative of re-
sisting torture more attractive. Thus, in order for the suspect to be willing
to concede the principal must also torture a resistant suspect, in particu-
lar an uninformed suspect, until the very end. Finally, in order to main-
tain principal’s incentive to continue torturing the informed suspect must,
with positive probability, make his first concession anywhere between the
time the principal begins the torture regime to the very end.

These features combine to give a sharp characterization of the value of
torture and the way in which it unfolds. Because concessions are gradual
and torture cannot stop once it begins, the principal waits until very close
to the terminal date before even beginning to torture. Starting much earlier
would require torturing an uninformed suspect for many periods in return
for only a small increase in the amount of information extracted from the
informed. In fact we show that the principal starts to torture only after the
game has reached the ticking time-bomb phase: the point in time after which
the deadline becomes a binding constraint on the amount of information
the suspect can be induced to reveal. This limit on the duration of torture
also limits the value of torture for the principal.

Because the principal must be willing to torture in every period, the in-
formed suspect’s concession probability in any given period is bounded,
and this in turn bounds the principal’s payoff. In fact we obtain a strict up-
per bound on the principal’s equilibrium payoff by considering an alter-
native problem in which the suspect’s concession probability is maximal
subject to this incentive constraint. This bound turns out to be useful for a
number of results. For example it allows us to derive an upper bound on
the number of periods of torture that is independent of the total amount
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of information available. We use this result to show that the value of tor-
ture shrinks to zero when the period length, i.e. the time interval between
torture decisions, shortens. In addition it implies that laws preventing in-
definite detention of terrorist suspects entail no compromise in terms of
the value of information that could be extracted in the intervening time.

To understand the result on shrinking the period length, note that addi-
tional opportunities to torture come at the cost of reducing the principal’s
temporary commitment power. There are more points in time for the prin-
cipal to re-evaluate his torture decision and more points where he must be
given the incentive to continue. In any time interval, the informed sus-
pect’s equilibrium concession rate must slow down in order to maintain
the principal’s incentive to continue torturing. Over any time interval, we
show that as the frequency of decision opportunities increases, the rate of
information revelation grinds to a halt. Then, as the frequency of torture
opportunities becomes large, the value of torture goes to zero.

This is reminiscent of results like the Coase conjecture for durable goods
bargaining but the logic is very different. In our model there is no dis-
counting and a fixed finite horizon. In this setting a durable goods mo-
nopolist could secure at least the static monopoly price regardless of the
way time is discretized (see for example Horner and Samuelson (2009)).
The key feature that sets torture apart is that the flow cost to the agent
limits the amount of information he is willing to reveal in any given seg-
ment of real time. As the period length shortens, the principal may torture
for the same number of periods but this represents a smaller and smaller
interval of real time. The total threat over that vanishing length of time is
itself vanishing and hence so is the total amount of information the agent
chooses to reveal.?

In reputation models, it is possible to obtain a lower bound on a long-
run player’s equilibrium payoff (see Kreps and Wilson (1982) and Fuden-
berg and Levine (1992, 1989).) Our model has a unique equilibrium and
hence we obtain sharp bounds of equilibrium payoffs for both players.
Unlike the majority of the reputation literature, our model has two long-
run players and a terminal date.

Our paper is also related to work in mechanism design with limited

3A decent, but still not perfect, analogy to bargaining would be the following. Sup-
pose that the two parties are bargaining over the rental rate of a durable good which will
perish after some fixed terminal date. As the terminal date approaches and no agreement
has yet to be reached, the total gains from trade shrinks.
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commitment. If the principal discovers the agent is informed, he has the
incentive to extract more information. This is similar to the “ratchet effect”
facing a regulated firm which reveals it is efficient and is then punished by
lower regulated prices or higher output in the future (we offer a discussion
of the connections in Section 8). A principal’s inability to commit can also
dramatically affect incentives in a moral hazard setting. Padro i Miquel
and Yared (2010) study a dynamic principal-agent model where jointly
costly intervention is the only instrument the principal can utilize to give
an agent incentives to exert effort. The principal must also be given incen-
tives to carry out the punishment as there is limited commitment. Mialon,
Mialon, and Stinchcombe (2010) study how the availability of torture as
a mechanism creates commitment problems in other areas, specifically al-
ternative counter-terrorism methods. They do not model the interrogation
process or study the effectiveness of torture as a mechanism.

We consider an extension of the model to study the use of “enhanced
interrogation techniques” we consider a model in which the principal can
choose either a mild torture technology (“sleep deprivation”) or a harsher
one (“waterboarding”). The mild technology extracts less information per
period but is less costly so that in some cases the principal may prefer it
over the harsh technology. We show how the existence of the enhanced in-
terrogation technique compromises the use of the mild technology. Once
the suspect starts talking under the threat of sleep deprivation, the prin-
cipal cannot commit not to increase the threat and use waterboarding to
extract more information. This reduces the suspect’s incentive to concede
in the first place lowering the principal’s overall payoff.

Finally, we discuss the difficulties with standard solutions to the com-
mitment problem. For example, delegation can often solve commitment
problems and we have identified two that limit the value of torture. In-
deed, delegating torture to a specialist with a preference for torture ame-
liorates one commitment problem: he is willing to continue even if the
probability the suspect is informed is zero. This means the informed sus-
pect can concede information with probability one in equilibrium. On the
other hand the specialist cannot commit to limit torture. Indeed, the spe-
cialist will torture the agent in all periods which are not utilized for in-
formation extraction. If the time horizon is long, the value of torture to
the principal is lower with delegation than without. Moreover, there is a
fundamental problem with using delegation to resolve commitment prob-
lems particularly in the torture environment: As torture is carried out in
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secret and is unverifiable, the principal cannot commit to keep to specialist
employed. As soon as the agent does not yield information, the principal
intervenes and stops torture. Then, the commitment problem reappears.

Before turning to the formal model, we point out some features that
deserve discussion. Our approach is normative - we assume torture is
morally costly and that both players are maximizing their payoffs. The
fact that torture is considered morally reprehensible begets laws against
torture. Professional interrogators may fear prosecution if they use illegal
methods. The U.S. policy of extraordinary rendition which brought terror-
ist suspects to neutral countries for interrogation is evidence of these types
of costs and the incentive to reduce them. Using an interrogation technol-
ogy - the interrogator, the holding cell etc. - on one suspect is costly if it
precludes its use on someone else. This appears to be a significant prac-
tical concern (see Alexander and Bruning (2008)). There is some evidence
that both interrogators and suspects do try to optimize. American military
schools train soldiers how to resist torture. There is also an effort to op-
timize torture techniques: teachers from military schools helped to train
interrogators at the Guantdnamo Bay detention center (Mayer (2005)). An
Al Qaeda manual describes torture techniques and how to fight them (Post
(2005)). One of its recommendations to the captured terrorist echoes the
central concern of our model:

“The brother may think that by giving a little information he
can avoid harm and torture. However, the opposite is true. The
torture and harm would intensify to obtain additional informa-
tion, and that cycle would repeat. Thus, the brother should be
patient, resistant, silent, and prayerful to Allah, especially if the
security apparatus knows little about him.”

But reliable facts about torture are hard to come by. Theoretical analysis
is the only recourse available to outsiders to evaluate the costs and benefits
of torture. Our paper is a step along these lines.

2 Model

There is a principal (torturer) and an agent (suspect). There will be a terror-
ist attack at time T and the principal will try to extract as much information
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as possible prior to that date in order to avert the threat. Time is continu-
ous and torture imposes a flow cost of A on the suspect. We assume that
torture entails a flow cost to the principal of ¢ > 0 so that torture will be
used only if it is expected to yield valuable information.

The suspect might be uninformed, for example, a low value target with
no useful intelligence about the terrorist attack, or an innocent bystander
captured by mistake. On the other hand the suspect might be an informed,
high value target with a quantity x of perfectly divisible, verifiable (i.e.
“hard”) information. The principal doesn’t know which type of suspect
he is holding and o € (0,1) is the prior probability that the suspect is
informed.

If the suspect reveals the quantity y < x and is tortured for time ¢, his
payoff is

x—y— At

while the principal’s payoff in this case is

y —ct.

When the suspect is uninformed, y is necessarily equal to zero because the
uninformed has no information to reveal.

2.1 Full Commitment

With full commitment, torture gives rise to a mechanism design problem
with hard information which is entirely standard except that there is no
individual rationality constraint.

With verifiable information, the only incentive constraint is to dissuade
the informed suspect from hiding his information. It goes without saying
that a binding incentive-compatibility constraint is a feature of the optimal
use of torture.

The principal demands information y < x from the suspect. If he does
not reveal this amount of information, he tortures him for t(y) < T pe-
riods where #(y) = %. This gives the incentive for the informed suspect
to reveal information y at the cost of torturing the uninformed suspect for
t(y) periods. The principal’s payoff is

ypo — (1 —po) ct(y) =y (Plo - Ulﬂ)
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and we have the following solution:

Theorem 1. At the full commitment solution, if oA — (1 —pg)c > 0, the
principal demands information min{x, TA} and inflicts torture for min{%,t}
periods if any less than this is given. If uoA — (1 — po) ¢ < 0, the principal does
not demand any information and does not torture at all.

3 Limited Commitment

We model limited commitment by dividing the real time interval T into
periods of discrete time whose length we normalize to 1. There are thus
T periods in the game. We assume that the principal can only commit to
torture for a single period. The form of commitment in a given period
is also limited. The principal can demand a (positive) quantity of infor-
mation and commit to suspend torture in the given period if it is given.
Formally, a pure strategy of the principal specifies for each past history of
demands and revelations the choice of whether to threaten torture in the
current period, and if so, what quantity y > 0 of information to demand.
Note that a demand of y = 0 (which is the only demand that can be met
by both the informed, costlessly, and uninformed suspect) is equivalent
to pausing torture during the current period. For the informed agent, a
pure strategy specifies for each past history and the present demand by
the principal, the quantity of verifiable information to yield. The unin-
formed agent has no option but to reveal nothing every period. We study
the sequential equilibria of this game.

If there are k periods remaining in the game, the maximum cost that
can be threatened is kA. This is therefore also the maximum amount of in-
formation that the informed suspect can be persuaded to reveal. To avoid
a trivial case, we assume that A < x, i.e. that a single period of torture is
not a sufficient threat to induce the agent to divulge all of his information.
We measure time in reverse, so “period k” means that there are k periods
remaining. But “the first period” or “the last period” means what they
usually do.

We begin with an observation that plays a key role in the proof and
also in subsequent results. Once the suspect reveals some information,
say in period k, the continuation game is one of complete information. As
the principal cannot commit, the game reduces to a sequence of take-it-
or-leave-it offer games where the principal demands A and tortures if it
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is not forthcoming. Therefore, as shown in the following lemma, in all
equilibria of the continuation game beginning in period k — 1, the suspect
“spills his guts,” i.e. he reveals all of his remaining information, up to
the maximum torture he can be threatened, (k — 1)A. The straightforward
backward-induction proof is in Appendix B.

Lemma 1. In any equilibrium, at the beginning of the complete information con-
tinuation game with k periods remaining and a quantity X of information yet to
be revealed, the suspect’s payoff is

—min{%, kA}

Since an informed agent faces a large punishment as soon as he starts
conceding, he must face an equivalent threat if he reveals nothing. Thus,
the principal must torture a suspect who reveals nothing. To ensure that
the principal is willing to carry out this threat, an informed agent must
randomize and concede with only positive probability in every period af-
ter the torture begins. This first property implies that in any equilibrium
the agent’s maximum rate of concession must make the principal indif-
ferent between torturing or not in any period. A second property implies
that the agent must concede at exactly this rate. If the agent concedes more
slowly, the principal will torture with probability one and then the agent
will concede with probability one rather than submit himself to torture.
To make the agent willing to randomize, the principal must be willing to
randomize in equilibrium. These two properties together pin down the
principal’s payoff in equilibrium.

To show this formally, we begin by defining some quantities. Define k
to be the largest integer strictly smaller than x/A. Thus, k + 1 measures
the minimum number of periods the principal must threaten to torture in
order to induce revelation of the quantity x (if the principal were able to
commit.) Throughout we will refer to the phase of the game in which there
are k or fewer periods remaining as the ticking time-bomb phase. In the tick-
ing time-bomb phase, the limited time remaining is a binding constraint
on the amount of information that can be extracted through torture.

Next define

Vi) = Ap—c(1—p)
and define uj by
Vi) =0.
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The function V! represents the principal’s continuation payoff in pe-
riod 1 (the last period of the game) when y is the posterior probability that
the (heretofore resistant) suspect is informed. The suspect is threatened
with cost A and the informed suspect therefore yields A. The uninformed
suffers torture which costs the principal c.

Next, if u is a probability that the suspect is informed and g is a proba-
bility that he reveals information in a given period, then we define B(y; q)
to be the posterior probability that the suspect is informed conditional on
not revealing information in that period. It is given by

B(u;q) = M 1
) =30 (1)
We define q; = 1 and a function g, () by

B(w:a2(p)) = prif p = iy
Le.
|
p(1—py)

The probability g, () will play an important role in the equilibrium.
Suppose the suspect has kept silent up to period 2. Then by conced-
ing in period 2 with probability g,(y), he insures that, in the 1 — go(u)-
probability event that he does not concede, the principal will be just will-
ing to continue torturing in the final period.

Now we inductively define functions V¥(1) and g4 () and probabili-
ties y; as follows.

V() = pagi () min{x, kA} + (1= pge() [V (i) —¢| . @)
V(i) = Vi () 3)
B(u; qk(1)) = pe—1- 4)

These equations will define the value functions and concession proba-
bilities in periods k = 2, ...k + 1 along the equilibrium path. The first task
is to show that these quantities are well-defined. Figure 1 illustrates.

Q2 (p) =

Lemma 2. The above system uniquely defines for each k = 2,. ..k + 1 the value
ui, and the functions qi(-) and V¥(-) over the range [u;_,,1]. The functions

V() are linear in y with slopes increasing in k, and V¥(y;) > 0 for all k =
2,...k+1
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Figure 1: An illustration of the functions V¥ and the thresholds ;. Here
k +1 = 3. The upper envelope shows the value of torture as a function of
the prior uo.

We now describe an equilibrium of the game and calculate its payoffs.
Subsequently we will show that all equilibria must give the principal the
same payoff.

The principal picks the time period k* € {1,...,k + 1} that maximizes
V¥(up).* The principal delays torture, i.e. sets y = 0, until period k*. In
period k*, with probability 1, the principal demands y = A.

In any subsequent period, if the agent has revealed himself to be in-
formed by agreeing to a (non-zero) demand, and if the total quantity x has
not yet been revealed, the principal demands A (or the maximum amount
of information the agent has yet to reveal if that amount is smaller than A).
If the entire x has already been revealed, the principal stops torturing.

On the other hand, if the agent has resisted torture through period k <
k*, then the principal’s behavior depends on whether k = k or k < k. (Note
that the former case applies only if k* = k + 1.)

If k = k and the agent refused the principal’s demand in period k + 1,

*Throughout the description we will ignore cases where multiplicity arises due to
knife-edge parameter values.
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then the principal randomizes. With probability

 x—kA

(5)

the principal demands y = A, and with the remaining probability the prin-
cipal does not torture, i.e. sets y = 0. On the other hand, if k < k, and
the agent has not yet revealed himself to be informed, the principal, with
probability 1, tortures and sets y = A.

Next we describe the behavior of the informed agent. (Recall the unin-
formed agent has no choice to make because he has no verifiable informa-
tion.) In periods k = k*,...,1, if he has yet to give in to a positive demand,
he will randomize between making his first concession, yielding A to the
principal, and resisting for another period. The probability of a concession
in periods k < k* is given by gi(y; ), and the probability of concession in
period k*, the first period of torture, is gy« (o). Finally, in any period in
which the informed agent has previously revealed himself to be informed,
he agrees, with probability 1, to the principal’s demand of A.

We have described the following path of play. In period k* the prin-
cipal begins torturing with probability 1 and making the demand y = A.
The informed agent yields A with probability less than 1, after which he
subsequently reveals an additional A in each of the remaining periods un-
til either the game ends or he reveals all of x. With the complementary
probability, he remains silent. As long as the agent has remained silent,
in particular if he is uninformed, the torture continues with demands of
A until the end of the game. The principal demands A with probability
1 in periods k < k and with a probability less than one in period k (if
K =k+1.)

In Appendix A, the complete description of equilibrium strategies is
given, including off-path beliefs and behavior, as well as the verification
of sequential rationality. Here we calculate the payoffs and show the se-
quential rationality along the path of play.

First, since the informed agent concedes in period k* with probability
g+ (po), the posterior probability that he is informed after he resists in pe-
riod k* is pf._ by Equation 4. In all periods 1 < k < k¥, if he has yet
to concede, he makes his first concession with probability g;(y;). Hence
again by Equation 4, the posterior will be ;. at the beginning of any period
k < k* — 1 in which he has resisted in all periods previously.
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In period 1, if the suspect has yet to concede the principal tortures with
probability 1 and the informed agent yields with probability 1. If y is the
probability that the agent is informed, the principal obtains payoff A with
probability u and incurs cost c with probability 1 — u. Thus the principal’s
payoff in period 1, the final period, is

Vi) = Ap—c(1—p).

Since in equilibrium the posterior probability will be uj, the principal’s
payoff continuation payoff is V(%) which is zero by the definition of y}.

By induction, the principal’s continuation payoff in any period k < k*
in which the agent has yet to concede is given by

VE(n) = puge(pe) min{x, ka} + (1= puge()) [V (i_y) = c|

if the posterior probability that the agent is informed is . This is because

the informed agent concedes with probability g, (y) and subsequently gives
A in all remaining periods until x is exhausted. In the event the agent does

not concede, the principal incurs cost c and obtains the continuation value

VEL(ur ). In equilibrium in period k the probability that the agent is

informed conditional on previous resistance is y; for k < k* and pg in

period k*. Since prior to period k*, the principal obtains no information

and incurs no cost of torture, his equilibrium payoff is V¥ (1), and his

continuation payoff after resistance up to period k < k* is V¥(u).

When the suspect resists torture prior to period k and the posterior is
ui, by definition V¥(u7) = V¥~1(u¥). This means that the principal is
indifferent between his equilibrium continuation payoff V*(y), and the
payoff he would obtain if he were to “pause” torture for one period (set
y = 0) and resume in period k — 1. Moreover, by Lemma 2, this payoff is
strictly higher than waiting for more than one period (this is illustrated in
Figure 1.) Thus the principal’s strategy to demand y = A with probability
1in periods 1,...,k — 1 and to mix in period k is sequentially rational.

When the suspect has revealed himself to be informed, the principal
in equilibrium extracts the maximum amount of information kA given the
remaining periods.

Turning to the suspect, in periods 1, .. .k, his continuation payoff is
—kA whether he resists torture or concedes. This is because by conceding
he will eventually yield a total of kA, and by resisting he will be tortured
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for k periods which has cost kA. His strategy of randomizing is therefore
sequentially rational in these periods. Finally in period k + 1, yielding will
give the suspect a payoff of —x (the time constraint is not binding). If
instead he resists, his payoff is

—A —pkA — (1 —p)(k—1)A

because the principal randomizes between continuing torture in the fol-
lowing period and waiting for one period before continuing. By the defi-
nition of p (see Equation 5) this payoff equals x and so the suspect is again
indifferent and willing to randomize.

The first main result is that the equilibrium is essentially unique.’

Theorem 2. The unique equilibrium payoff for the principal is

max V¥ (o).
k<k+1

4 Bounding the Value and Duration of Torture.

In this section we develop two important properties of equilibrium which
illustrate the limits of torture. First, we establish an upper bound on the
principal’s equilibrium payoff by considering an additional commitment
problem that arises in equilibrium: the principal would like the power to
commit to halt torture altogether. In equilibrium this commitment cannot
be sustained and so once the torture begins it must continue until the very
end. This leads to our second result: the principal will not begin the torture
until close to the end. In fact we obtain an upper bound on the number
of periods of torture that is independent of the length of the game and the
total amount of information available.

Intuitively, if the principal is expected to continue torturing a resistant
suspect, the suspect must be conceding at a slow enough rate to ensure
that the principal’s continuation payoff from torturing is high. On the
other hand if the principal had the ability to stop the torture not just for
one period, but for the rest of the game, then the suspect could concede

5There is some multiplicity in off-equilibrium behavior, and when k* = k+1itis
possible to construct a payoff-equivalent equilibrium in which the torture planned in
period k + 1 alone is moved earlier and behavior at all other periods is the same.
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with a probability so large as to drive the principal’s continuation value to
zero. Such an increase in the concession rate would raise the principal’s
payoff.

In equilibrium however, such a commitment is never credible. Even
if the agent were to increase his concession rate and drive the principal’s
continuation value to zero, the principal could simply pause the torture for
a single period. Beginning in the next period the principal’s continuation
value is positive and he would strictly prefer to resume the torture. This
is illustrated in Figure 2 below.

V3

VZ

Vl

[~

~ *

13 Mz Ho H

Figure 2: Concession rates would be higher if the principal could commit
in period 3 not to torture in periods 2 or 1.

With three periods remaining, at the posterior fi3 the principal would
have a continuation payoff of zero. He would be indifferent between con-
tinuing to torture and halting altogether. Being indifferent, he would ran-
domize in such a way as to maintain the suspect’s equilibrium payoff. This
would enable the suspect to concede with such a probability as to move
the principal’s posterior from g to fi3. In terms of the value of torture,
this would improve upon the equilibrium because this represents a higher
concession rate than the equilibrium rate which only moves the posterior
to u3. However, without the ability to commit, the principal would prefer
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to pause torture just in period 3 and then resume in period 2 because his
continuation value V?(ji3) is positive.

In addition to illustrating a further commitment problem impeding tor-
ture’s effectiveness, this observation will provide a useful upper bound on
the principal’s payoff in equilibrium.

To see this, consider an alternative sequence of functions V() and
(1) and probabilities fi; as follows. First, V1(u) = Vi(u), 41(-) =
71(-) = 1and fi; = pj, butfork > 2,

VE() = pgie(p) min{x, kA} — c(1 — ugi(p)). 6)
VE(fix) =0 (7)
B(w; G (1)) = fix—1- (8)

Following the logic of the equilibrium construction, it is easy to see
that these functions define the principal’s payoff in an alternative setting
in which at each stage the principal either makes a demand y > 0 or ends
the game. In particular, note that the condition in Equation 7 defines a
posterior at which the principal is indifferent between continuing torture
and stopping once and for all. As we show in the following theorem, the
function V*(-) gives an upper bound on the principal’s equilibrium payoff
Vk(.) when there are k periods remaining in the game, and the bound is
strict when k > 3.

Theorem 3. For all k, and for all u,
L qe(p) 2 q(p)
2. VE(u) = VE(u).

with a strict inequality for k > 3.

All proofs in this section are in Appendix C

4.1 Bounding the Duration of Torture

We have shown that once torture begins it must continue until the end.
In addition, in order to maintain the principal’s incentive to torture, con-
cessions by the suspect must be gradual and spread out over the entire
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process. Together these properties imply that the longer the principal tor-
tures the slower the concession rate will be. Therefore it is optimal for the
principal to wait until very near the end before even beginning to torture.
In this section we show how long he will wait.

In particular, we use the results from the previous section to place an
upper bound on the number of periods in which there will be torture.
Suppose the informed suspect’s information x is large and the terminal
date T is within the ticking time-bomb phase. The rate at which the agent
concedes is then a function of the flow costs of torture c and A. These
determine the costs and benefits of torture for the principal and hence the
rate at which the agent must concede to give the principal the incentive to
continue. If the principal begins torture early, the rate of concession is so
low that his expected payoff is negative given the prior pg. The principal
instead waits and begins torture well within the terminal date and, for a
prior po, there is a bound K(jo) on the duration of torture even if the agent
has a large amount of information.

Theorem 4. Fix the prior gy and define let K(yq) to be the largest k such that

the sum
k c
1— -
:1( Ho) []A+c]

J
is no larger than py.

1. Regardless of the value of x, the principal tortures for at most K(pg) peri-
ods.

2. Regardless of the value of x, the principal’s payoff is less than

vk )
. gﬁ) (to)

3. In particular, the value of torture is bounded by
K(po)Ar

Note that for any given y, the displayed sum converges to infinity in
k and therefore K(119) is finite for any po.
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5 Rights Against Indefinite Detention

Theorem 4 implies that, for a fixed torture technology and for a given prior
Ho, there is a time T such that no matter how large x is, there is never any loss
to the principal to restricting the length of the game to T. Thus, laws which
guarantee prisoner’s rights against indefinite detention do not undermine
the captor’s ability to get the most from torture. Also, Theorem Section 4.1
shows that there is an upper bound on the amount of information that can
be extracted through torture even if the amount of information actually
held is arbitrarily large. In particular, the value of torture as a fraction of
the first-best value x shrinks to zero as x becomes large®.

6 Shortening The Period Length

Up to now we have modeled the principal’s limited commitment by sup-
posing that decisions to continue torturing are revisited after every dis-
crete torture “episode.” The principal may be able to revisit his strategy
almost continuously, reducing his power to commit. To what extent is the
value of torture dependent on the implicit power to commit to carry out
torture over a discrete period of time? To answer this question we now
consider a model in which the period length is parameterized by [ > 0.
The model analyzed until now corresponds to the benchmark in which
I = 1. We study the value of torture to the principal as the period length
shrinks.

A given torture technology is parameterized by its flow cost to the sus-
pect (A) and to the principal (c.) When the period length is /, this means
that the total cost of a single period of torture is A’ = IA to the suspect and
¢’ = Ic to the principal. In addition, there are now T /I periods in the game
and the ticking time-bomb phase consists of k' = x/(IA) periods (or the
largest integer smaller than that.)

With these modifications in place we can characterize the equilibrium
for any I > 0 using Theorem 2-Theorem 4. Let gy (u|l) and V*(u|l) and
Vk(u|l) denote the strategies and value functions obtained for a given I.
We are interested in the limit of the principal’s payoff as the period length

6Since the second-best value (see Theorem 1) is linear in x, the fraction of the second-
best value also shrinks to zero.
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shortens:
lim max V¥ l).
lim max (moll)
To obtain a bound, it will be convenient instead to use the upper bound
value functions V(u|l) as these are homogenous in I. To see this, note for
k=1,...K +1

VEuI) = pae(ulDks" — (1= pai(pll)) ¢
= I {uge(u| kA — (1 = pgy(ul)) c] -

Then the threshold posterior ji; is defined in Equation 7 by
Vil =0

so that fi; is independent of . Now by induction, for k > 1, g*(u|l) defined
in Equation 7 by

B(; g (ul) = fix-1
is independent of I and hence V*(u|I) is linear in /, i.e.

VE(ull) = 1V¥(u|1) = 1V* ()

forallk=1,..., kK +1.

It follows from Theorem 3 IV¥(y) is an upper bound on the principal’s
continuation payoff when there are k periods remaining and the period
length is [. It follows from Theorem 4 that, regardless of the period length,
K(po) is an upper bound on the number of periods of torture and K ()
is therefore an upper bound on the real-time duration of effective torture.
In particular, the principal’s payoff is bounded by IAK(j). Noting that
K(po) depends only on the the prior o and the flow costs of torture c and
A we have established the following.

Theorem 5. When the time interval between decisions to continue torture ap-
proaches zero, the real-time duration of effective torture shrinks to zero and the
value of torture shrinks to zero.

li VE(uoll) = 0
fim max (poll)
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There are two sources of commitment power for the principal: the end-
point of the game and the discrete intervals of torture. The principal’s use
of torture leverages both of these. The principal leverages the endpoint
by waiting until close to time T before beginning to torture. Nevertheless
the results in this section show that the ultimate source of the value of tor-
ture is the temporal commitment power given by discrete torture episodes.
When these discrete periods are short, the victim’s rate of concession slows
down to maintain the principal’s incentive to torture for more discrete
periods. The principal is left with only the terminal date as a source of
commitment power and he therefore waits until closer and closer to T be-
fore beginning to torture. But this necessarily shrinks his payoff to zero
because the threat of torturing for a vanishing length of time can induce
revelation of only a vanishing amount of information.

7 Enhanced Interrogation Techniques And The
Ratchet Effect

Up to now, we have taken the torture technology as given. Instead sup-
pose the principal has a choice of torture instruments, including a harsh
enhanced interrogation technique. Perhaps the technology was consid-
ered illegal before and legal experts now decide that its use does not vio-
late the letter of the law. Or in a time of war, norms of acceptable torture
practices are relaxed. Enhanced interrogation techniques increase both the
information that can be extracted every period and the cost to the princi-
pal. For example, sleep deprivation is less costly both to the suspect and
the principal than waterboarding.

Let (A’, ') denote the cost to the suspect and principal from the harsher
technology. A tradeoff arises when the enhanced threat A’ > A comes at
the expense of a more-than-proportional increase in the cost to the princi-
pal: ¢//A" > ¢/A. In that case, the relative effectiveness of the two meth-
ods will depend on parameters. This can be seen in a simple example.

In the figure we have plotted the upper envelope of the V¥ functions
for the milder technology in blue. In red is the function V! for the harsher
technology. The relative positions of the two values of y] follows from the

definition c

A+c

Hi =
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Figure 3: Enhanced interrogation methods undermine the principal’s com-
mitment power.

As can be seen from the figure, for low priors yg, the principal prefers
to use the milder technology for multiple periods whereas for greater pri-
ors the principal prefers to take advantage of the harsher technology and
torture for fewer periods.

However, because of an important caveat it does not follow that the
principal benefits from an array of technologies from which to choose de-
pending on the context. To see why, recall that for any given technology
the equilibrium is predicated on the principal’s commitment to use that
same technology for the duration. Making available the harsher technol-
ogy comes at a cost even when the principal prefers not to use it because
it can undermine this commitment.

Toillustrate, refer again to figure Figure 3. Suppose that the prior prob-
ability of an informed suspect is pg. In this case the value of torture is
maximized by using the milder technology for 2 periods. Consider how
the corresponding equilibrium will unfold. In the first period of torture,
the principal demands the quantity of information ¥y = A. The informed
suspect expects that by yielding A, he will reveal himself to be uninformed
and be forced to give an additional A in the final period. He accepts this
because he knows that his payoff would be the same if he were to refuse:
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he will incur a cost of torture A in the current period and then accept the
principal’s demand of A in the last period.

But if the enhanced interrogation technique is available, this equilib-
rium unravels. Once the suspect reveals himself to be informed in period
2, the principal will then switch to the harsher technology for the last pe-
riod in order to extract an additional A’ from the suspect. This means that
the suspect’s payoff from yielding in period 2 is —(A + A’.) On the other
hand, if the suspect resists in period 2, his payoff remains —2A. This can
be seen from Figure 3. In equilibrium after resistance in period 2 the poste-
rior moves to the left to ] and the principal will optimally continue with
the milder technology.

This commitment problem arises due to the ratchet effect. The princi-
pal benefits from a commitment to a milder technology. This allows him
to convince the informed suspect that torture will be limited. However,
once the suspect has revealed himself to be informed, the principal’s in-
centive to ratchet-up the torture increases. When the enhanced interroga-
tion method is available the principal cannot commit not to use it and his
preferred equilibrium unravels. Indeed, without a commitment not to use
the harsher technology, the equilibrium will be worse for the principal.
The suspect will refuse any demand in period 2 and the principal will be
forced to wait until the last period and use the harsher technology.

8 Difficulties with Commitment

The normative rationale for torture generates commitment problems. One
important problem arises because the principal incurs a cost ¢ > 0 from
torturing. Because of this cost, the principal cannot commit to torture a
victim who is almost certain to be uninformed. If the principal can resolve
this issue somehow, he can implement the second-best solution identified
in Theorem 1.

The full commitment solution can be implemented by a contract that
specifies a verifiable action by the principal as a function of a verifiable
report by the agent. The agent escapes torture if and only if he releases
the information the principal demands. There is a third party, “the court”,
that enforces the contract and imposes a punitive fine on the principal
should he deviate from the prescription of the contract. Alternatively, the
full commitment solution can be implemented in a repeated game. Sup-
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pose the principal faces torture environments repeatedly, facing a different
agent in each environment. If the principal deviates from the commit-
ment solution with one agent, he loses his reputation and is punished by a
switch to a punishment phase in future interactions. A sufficiently patient
principal does not deviate. Both implementations face significant hurdles
in the torture environment.

The contracting implementation is difficult even in economic environ-
ments. Suppose that a seller faces a buyer whose valuation is private in-
formation. If the buyer reveals he is low valuation by choosing to buy
low quantity at the full commitment solution, the seller and the buyer can
renegotiate to a mutually beneficial new allocation. They can rip up the
old contract and renegotiate to a new one. Exactly the same incentive
arises in the torture environment. If the agent does not release informa-
tion, the principal learns he is uninformed. Torture is costly for both the
principal and the agent and they “renegotiate” to a Pareto dominant allo-
cation where torture is suspended.”

There is an even more significant problem in the torture environment.
Once the buyer purchases at a high price and reveals he is high value, the
seller cannot renege and demand an even higher price. The buyer is pro-
tected by the terms of the sales contract. When the principal is the govern-
ment, the situation is different. The government has the power to change
the law. This can create the “ratchet effect” in regulation: if the principal
learns a regulated firm has a low cost of production, he increases the firm’s
production target.® The same incentive arises in the torture environment.
Once the agent starts revealing useful information, there is an incentive to
demand yet more. If a law stands in the way, it can be changed, just as in
the regulation environment. Moreover, the law is ambiguous and subject
to multiple interpretations. A court is unlikely to rule against a principal’s
interpretation of the legality of interrogation techniques in a time of war.

These standard difficulties with the contractual solution are compounded
by another feature of the torture environment: Torture is carried out in se-
cret so itis impossible to determine if the principal deviated from the terms
of the contract or not. The terms of trade are verifiable in the buyer-seller

7See Dewatripont (1989) on contracting, Fudenberg and Tirole (1983), Sobel and Taka-
hashi (1983), Gul, Sonnenschein, and Wilson (1985), and Hart and Tirole (1988) on the
renegotiation and the Coase conjecture.

8See Freixas, Guesnerie, and Tirole (1985) and Laffont and Tirole (1988) on the ratchet
effect.
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setting but unobservable principal moral hazard undermines the optimal
contract in the torture environment. The same issue compromises the im-
plementation of the optimal contract via a repeated game. Players in fu-
ture interactions with the principal cannot know whether the principal
deviated from the optimal contract in the past with another player.

Making torture verifiable does not help. The principal will be vilified
by domestic and international audiences and run the risk of prosecution.
Moreover, the basic commitment problems can be aggravated by making
torture verifiable. If torture is verifiably suspended on an informed agent,
the public pressure to continue and extract yet more will be overwhelm-
ing. If torture continues on an innocent suspect, the public pressure to
suspend torture will be overwhelming. Voters make their decisions based
on short run considerations and so do politicians facing re-election. Nei-
ther courts nor politicians will be able to withstand the public’s demands
and the two commitment problems that underlie our analysis reappear
when torture is verifiable.

As contractual and reputational solutions are problematic, the princi-
pal can try to delegate torture to a specialist. In the model, the period-by-
period decision whether to continue torture is governed by the principal’s
perceived cost of torturing c. If the principal is representative of the public
at large then c reflects the public’s moral objection to torture. Alterna-
tively, c can stand for the opportunity cost of waiting to begin torturing the
next victim. While the ultimate performance of the mechanism should be
measured by comparing the information revealed with these true costs of
torture, it is possible that the overall efficiency can be improved by em-
ploying a specialist who perceives a lower cost ¢’. Such a specialist will be
prepared to torture more and as a result may be required to torture less.

Indeed, a specialist who is a sadist and has a small negative “cost” of
torture ¢’ < 0, can extract the entire quantity x of information from the
informed. A sadist is willing to torture a silent suspect even if there is zero
probability he is informed. The informed can give up all his information
without compromising the incentive of the specialist to continue to torture
a suspect who does not yield anything. It is still the case that in equilib-
rium the informed suspect must yield a quantity A of information units
per period. Otherwise, once the suspect has yielded x, the specialist will
continue torture for pleasure not for information. The agent can do better
by slowing down the release of information and keeping some in hand to
buy off the specialist. In this sense, delegation to a specialist with a small
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benefit to torture can alleviate one of the commitment problems inherent
in torture.

But this solution creates other problems. First, there is a difficulty if the
specialist is a strong sadist with A < —c’ and gets too much enjoyment
from torture. A strong sadist has no incentive to demand information and
he simply tortures every period. A contractual solution via monetary in-
centives for the specialist is difficult because torture is unverifiable. The
specialist is left to his own devices and a sufficiently strong sadist is im-
possible to control. Hence, is important to screen specialists effectively to
identify that their incentives are aligned sufficiently with the principal’s
preferences.

Evenis ¢’ < 0issmall, the specialist will torture the agent in all periods
when he is not extracting information. For example, suppose the specialist
demands information during the ticking-time bomb phase. He will torture
the agent in all the time outside this phase. Hence, an upper bound on the
principal’s payoff is

c(1—p) X

Y
which is negative when the ticking time-bomb explodes far enough in the
future.” It might seem as if the problem can be resolved by hiring and
sacking the specialist at the appropriate time. But this uncovers the deep-
est problem with the delegation strategy whenever the cost of torture to
the specialist differs from the cost to the principal: As torture is unver-
ifiable, the principal can always terminate the specialist at any point in
time. In fact, as soon as the agent does not yield information, the princi-
pal intervenes, replaces the specialist and stops torture. Then, one of the
key commitment problems with torture reappears and our basic analysis
is relevant again.

In short, the commitment problems we study are also present in eco-
nomic environments. They are magnified in the torture environment by

9Choosing a specialist with ¢ = 0 is also problematic. This creates multiple equilibria
including equilibria in which there is too much torture. Finally, a specialist with a cost ¢’
arbitrarily close to zero, could effectively commit to torture innocent suspects and thereby
extract immediately the entire quantity x of information from the informed. We have
shown above that regardless of the value of ¢, torture does not commence until the ticking
time-bomb phase, a time interval x/A that is independent of c¢. Thus, even a specialist
with a low ¢ will delay torture, possibly for a long time, and this itself could be costly if
there are costs incurred each period the agent is detained whether he is tortured or not.
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the fact that torture is unverifiable.

9 Conclusion

Under the threat of an imminent attack, a simple cost-benefit calculation
recommends torture: the cost of torture pales in comparison to the value
of lives saved by using extracted information. We show that this logic de-
pends crucially on the assumption that it is possible to commit to a torture
incentive scheme. When the principal can revisit his torture strategy at
discrete points in time, the informed agent must concede slowly in equi-
librium. We show that there is then a maximum amount of time torture
will ever be used. This reduces the value of torture and when the principal
can revisit the torture decision frequently, the value disappears.

Torture can be contrasted with alternative mechanisms. One possibility
is to pay suspects for information. At first glance this mechanism appears
strategically equivalent to torture, where paying a dollar is equivalent to
reducing torture by one unit. Note however that a “carrot” mechanism us-
ing money avoids one of the commitment problems inherent in torture. It
is easy to credibly commit not to pay the uninformed. If torture is also an
available instrument, a carrot mechanism encounters the same difficulty
as a mild torture technology when an enhanced interrogation technique
is available. Once the suspect starts talking for payment of a reward, the
principal can switch and threaten him with torture unless he gives up in-
formation for free. This causes the carrot mechanism to unravel and the
same issues that we study come up again.

Finally, we have made some simplifying assumptions to keep our model
tractable. For example, we only allow a high value suspect to have a
known quantity of information. Realistically, the quantity of information
held by a target may also be unknown. This scenario creates some intrigu-
ing possibilities when there is limited commitment. Perhaps a middle level
target starts talking immediately in equilibrium while a high level target
concedes slowly and pretends to be uninformed. This issue and many
others await further research.
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A Full Description And Verification of the Equi-
librium

Proof of Lemma 2. By Equation 1 and Equation 4,

W= M
nap(p) = =1

and hence we can write V¥ (1) as follows

| T
Ww=;;§i
k_

(min{x, kA +¢ = V(i) ) + VEH (i) —c
1

showing that V(-) is linear in . Evaluating at p = p} , and p = 1, we
see that
VE(ui_) <V i) VR 2 v ()

and therefore the value y; defined in Equation 3 is unique. This in turn
implies that the functions g;,1(-) and V¥1(.) are uniquely defined. = [
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We have already described the behavior on-path. Now we describe
the behavior after a deviation from the path. If the victim has revealed
information previously then he accepts any demand for information less
than or equal to the amount he would eventually be revealing in equilib-
rium. That is, if there are k periods remaining and z is the quantity of
information yet to be revealed, he will accept a demand to reveal y if and
only if y < min{z, kA}. The principal ignores any deviations by the victim
along histories where the victim has already revealed information. If no
information has been revealed yet, then behavior after a deviation by the
principal depends on whether k* < k+ 1 or k* = k + 1 and on the value
of the current posterior probability y that the victim is informed. (Note
that this posterior is always given by Bayes’ rule because the presence
of an uninformed type means that no revelation is always on the path.)
First consider the case k* < k + 1. Suppose k < k* + 1 then the victim
refuses any demand y greater than A. On the other hand if the principal
deviates and asks for 0 < y < A, then the victim concedes with the equi-
librium probability g (). To maintain incentives the principal must then
alter his continuation strategy (unless k = 1 in which case the game ends.)
In particular, after deviating and demanding 0 < y < A, if the victim
resists, then in period k — 1, the principal will randomize with the proba-
bility p(y) = p/A that ensures that the agent was indifferent in period k
between conceding (eventually yielding y + (k — 1)A) and resisting:

y+ (k=1)A=A+p(y)A+ (k—2)A.

If instead k > k* 4 1 then the victim refuses any demand and the princi-
pal reverts to the equilibrium continuation and waits to resume torture in
period k*. Next suppose k* = k+ 1. If k < k + 1 then deviations by the
principal lead to identical responses as in the previous case of k < k* +1
when k* < k + 1. The last subcase to consider is k > k+ 1.If y > x then the
victim refuses with probability 1. If y < x then the deviation alters the con-
tinuation strategies in two ways. First, the informed victim yields to the
demand with probability gz ;(u). If he does concede, he will ultimately
yield all of x because there will be at least k + 1 additional periods of tor-
ture to follow. Second, the principal subsequently pauses torture until
period k at which point he begins torturing with probability p (see Equa-
tion 5.) Effectively, this deviation has just shifted the torture that would
have occurred in period k + 1 to the earlier period k.
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B Proof of Theorem 2

Proof of Lemma 1. First suppose that k = 1 so that there is a single period
remaining and assume that the victim has revealed all but the quantity &
of information. Suppose that he is asked to reveal y < ¥ or else endure
torture. Since there is a single period remaining, the principal is threaten-
ing to inflict A on the victim. If y > A the victim will refuse, if y < A,
the victim strictly prefers to reveal y and if y = A he is indifferent. The
unique equilibrium is for the principal to ask for y = min{¥, A} and for
the victim to reveal y. This gives the victim a payoff of — min{%, A}. Now
to prove the lemma by induction, suppose that in all equilibria, the com-
plete information continuation game beginning in period k — 1 with & yet
to be revealed yields the payoff

min{Z%, (k —1)A}

to the victim and min{%, (k — 1)A} for the principal and assume that there
are k periods remaining and ¥ has yet to be revealed. Suppose the victim
is asked in period k to reveal y < min{%, A} or else endure torture. If the
victim complies he obtains payoff

— [y +min{x —y, (k—1)A}]
and if he refuses his payoff is
— [A+min{%, (k—1)A}]

which is weakly smaller and strictly so when y < A. So the victim will
strictly prefer to reveal if y < A and he will be indifferent when y = A.
It follows that for any ¢ > 0, if the principal asks for min{%, A} — ¢, se-
quential rationality requires that the victim complies. By the induction
hypothesis this leads to a total payoff of min{%,kA} — ¢ for the princi-
pal. Since min{#%,kA} is the maximum payoff for the principal consistent
with feasibility and individual rationality for the victim, it follows that all
equilibria must yield min{¥,kA} for the principal.'’ Any strategy profile
which gives this payoff to the principal must involve maximal revelation
(min{ ¥, kA}) and no torture. Thus, all equilibria give payoff — min{x, kA}
to the victim. O

01n fact if kA > % then there are multiple equilibria all yielding this payoff, corre-
sponding to various sequences of demands adding up to .
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The following simple implication of Bayes’ rule will be useful.

Lemma 3. Forany p € (0,1) and g € (0,1),

q+ (1 —9)qx(B(r;q)) = q(p). )

Proof. The equality follows immediately from the fact that B(y; -) applied
to either side yields y; ;. Intuitively, no matter what the probability of
revelation in period k + 1, the function g adjusts the probability of rev-
elation in period k so that the posterior probability of an informed vic-
tim conditional on no revelation in either period will equal y;_;. On the
left-hand side the probability of revelation in period k + 1 is g and on the
right-hand side it is zero. An explicit calculation follows. B(y; -) applied
to the right-hand side of (9) gives u} . Applying B(y; ) to the left-hand
side gives

1 oy B[+ (- )ax(B( 1))
B+ 0= Ba) = (@ q)(Blsn))
B0 11— g (B(q))]
1 — #(=q)q(B(q))
T—uq

_ B(wiq) 1 —qk(B(1;9))]

1—B(w;9)9x(B(1;9))
= B(B(1;9);9x(B(p;9)))
= Mr_1-

The Lemma follows from the fact that B(y;q) is invertible. O

Proof of Theorem 2. Because Lemma 1 characterizes continuation equilibria
following a concession, the analysis focuses on continuation equilibria fol-
lowing histories in which the victim has yet to concede, and the posterior
probability of an informed victim is y. So when we say that “there is tor-
ture in period k” we mean that upon reaching period k without a conces-
sion, principal demands y > 0. The proof has three main parts. We first
consider continuation equilibria starting in a period k < k in which there
is torture in period k. We show that the unique continuation equilibrium
payoff for the principal is V¥(i). The second step is to consider continua-
tion equilibria starting in a period k > k. We show that if there is torture
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in period k then k is the only period earlier than k in which there is torture
and the principal’s payoff is V¥*1(u). The final step uses these results to
show that in the unique equilibrium of the game, the principal begins tor-
turing in the period k which maximizes V*(j). For the first step, we will
show by inductiononk =1,.. ., k that if there is torture in period k, then
the principal’s continuation equilibrium payoff beginning from period k
is V¥(1). We begin with the case of k = 1. Suppose that the game reaches
period 1 with no concession and a posterior probability y that the victim is
informed. In this case the continuation equilibrium is unique. Indeed, any
demand y < A will be accepted by the informed and any demand y > A
would be rejected. If the principal makes any positive demand he will
therefore demand y = A and the informed agent will concede. This yields
the payoff yA — (1 — p)c. In particular, when u > pj, the unique equilib-
rium is for the principal to demand y = A and when u < uj the principal
demands y = 0. In the former case the agent’s payoff is —A and in the
latter zero. In the case of y = uj there are multiple equilibria which give
the principal a zero payoff and the agent any payoff in [0, —A]. Next, as an
inductive hypothesis, we assume the following is true of any continuation
equilibrium beginning in period k — 1 < k with posterior .

1. If u > py_,and there is torture with positive probability in period
k — 1 then the principal’s payoff is V¥~ (1) and the agent’s payoff is
—(k—1)A.

2. If p = p;_, and there is torture with positive probability in period
k — 1 then the principal’s payoff is V¥~ (1) and the agent’s payoff is
any element of [—(k — 2)A, (—k — 1)A].

3. If p < pj_, then there is no continuation equilibrium with torture
with positive probability in period k — 1.

Now, consider any continuation equilibrium beginning in period k with a
positive demand y > 0. First, it follows from Lemma 1 that y < A. For
if the informed victim yields ¥ > A in period k < k his payoff would
be smaller than —kA which is the least his payoff would be if he were to
resist torture for the rest of the game. The victim will therefore refuse any
demand y > A and such a demand would yield no information and no
change in the posterior probability that the agent is informed. Because
torture is costly and the induction hypothesis implies that the principal’s
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payoff is determined by the posterior, the principal would strictly prefer
y = 0 in period k, a contradiction. Assume that the informed concedes
with probability g. If ¢ > gi(u) then B(y;q) < p;_; and the induction
hypothesis, there will be no torture in period k — 1 if the victim resists in
period k. This means that a resistant victim has a payoff no less than — (k —
1)A. But if the victim concedes in period k, by Lemma 1, his payoff will
be —y — (k — 1)A. The informed victim cannot weakly prefer to concede,
a contradiction. Thus, g < gx(¢). Now suppose y < A. In this case we will
show that g > g, (p) so that g = q(p). Forif ¢ < qi(p), i.e. B(u;9) > pj_4
then by the induction hypothesis the continuation equilibrium after the
victim resists gives the victim a payoff of —(k — 1)A for a total of —kA. But
conceding gives —y — (k — 1)A by Lemma 1 and thus the victim strictly
prefers to concede, a contradiction since g < g () requires that the victim
weakly prefers to resist. We have shown that if y < A then the informed
victim concedes with probability g, (u). This yields payoff to the principal

W(y) = (o) [y + (k= 18)] + (1= g (g0)) [VE(fy) ]

because a conceding victim will subsequently give up (k — 1)A, because
B(qx(#); u) = wuj_,, and because the induction hypothesis implies that

the principal’s continuation value is given by V¥~1. Since this is true for
all y > 0 and in equilibrium the principal chooses y to to maximize his
payoff, it follows that the principal’s equilibrium payoff is at least

sup W(y) = W(A) = VE(p).
y<A

Moreover, since W(y) is strictly increasing in y, it follows that the prin-
cipal must demand y = A. We have already shown that the informed
victim concedes with a probability no larger than g, (u). We conclude the
inductive step by showing that he concedes with probability equal to g (1)
(this was shown previously only under the assumption that y < A) and
therefore that the principal’s payoff is exactly V¥(u). Suppose that the in-
formed victim concedes with a probability g < gx(p). Then, conditional
on the victim resisting, the posterior probability he is informed will be
B(u;q) < pji_,- By the induction hypothesis, the principal’s continuation

payoff is VK=1(B(u;q)) and his total payoff is
kg + (1= pug) V<" (B3 q)) — c| (10)
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(applying Lemma 1.) Note that this equals V*(x) when g = qi (). We will
show that the expression is strictly increasing in 4. Since the principal’s
payoff is at least V*(u), it will follow that the victim must concede with
probability gx(p). Let us write Z(q) = B(u;9)qx—1(B(1;q)), and with this
notation write out the expression for V*=1(B(y;q)).

VA (B(;q)) = (k— 1)AZ(g) + (1 - Z()) [V 2 o) — ]

Substituting into Equation 10, we have the following expression for the
principal’s payoff.

kapg+ (1= pg) [ (k= 1)AZ(q) + (1= Z(q)) |V*2(i_y) =] —¢]

This can be re-arranged as follows.

1q [kA + V2 (g L) + ZC}

+ (1= p)Z(q) | (k= 1)5 = VE2( ) + ]
+VE2 (i) —2¢ (11)

Now, by Lemma 3,
q+ (1 —q9)q-1(B(1;9)) = gr—1(p)
If we multiply both sides by u
ng+pu(1—q)qe1(B(w;q)) = pax—1(p)

and then multiply the second term on the left-hand side by 1,

ug + PI= q)qk(ll(f(;;;a))(l —HD e ()

we obtain

uq+ (L —pq)B(p;q)qk-1(B(1:9)) = par—1(p)
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or

ng+ (1 —uq)Z(q) = pqr-1(p)

Thus, the coefficients in Equation 11, ug and (1 — ug)Z(q) sum to a con-
stant, independent of 4. It follows that the principal’s payoff is strictly
increasing in 4. We have shown that if there is torture with positive prob-
ability in period k then the principal’s payoff is V¥(y). If 4 > u} then
V() > V!(u) for all I < k and therefore the principal strictly prefers
to begin torture in period k than to wait until any later period. Hence
the victim faces torture for k periods and his payoff is —kA. If p = py
then V(1) = VF¥~1(u) and the principal can randomize between begin-
ning torture in period k and waiting for one period. The victim’s pay-
off is therefore any element of [—(k — 1)A, —kA]. Finally if u < pj, then
V¥(u) < VF=1(u) and the principal strictly prefers to delay the start of tor-
ture for (at least) 1 period. Hence in this case the probability of torture in
period k is zero. These conclusions establish the inductive claims and con-
clude the first part of the proof. For the second step, begin by considering
continuation equilibria beginning in period k + 1. Then we can follow the
same argument from the preceding inductive step to show that the prin-
cipal demands y = x — kA, the informed agent concedes with probability
%1 (¢) and then subsequently (by Lemma 1) yields the entire quantity x.
Furthermore:

L If p > pp., and there is torture with positive probability in period
k + 1 then the principal’s payoff is VEH1(11) and the agent’s payoff is
—X.

2. If p = pg, and there is torture with positive probability in period
k + 1 then the principal’s payoff is vkl (1) and the agent’s payoff is

any element of [kA, x].

3. If u < pg, then there is no equilibrium with a positive probability
of torture in period k + 1.

We now consider by induction on j continuation equilibria beginning in
period k + j. In this case we show that the conclusions of three claims
above are unchanged:
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L If p > g, and there is torture with positive probability in period

k + j then the principal’s payoff is vkt (#) and the agent’s payoff is
—X.

2. If p = pg, and there is torture with positive probability in period

k +j then the principal’s payoff is VEH1(11) and the agent’s payoff is
any element of [kA, x].

3. If u < pg_, then there is no equilibrium with a positive probability
of torture in period k + j.

(In other words, equilibria with torture in period k + j are payoff equiva-
lent to equilibria with torture in period k + 1.) Suppose the claim is true for
j > 1. Consider an equilibrium in which torture begins in period k +j + 1.
If there is no other period of torture between k + j + 1 and k, then the equi-
librium is payoff equivalent to one in which the torture begins instead in
period k + 1 and we are done. We will now show that there can be no
other period of torture between k + j + 1 and k. Let z be the earliest such
period in which there is torture. If the informed victim concedes with pos-
itive probability in period k + j + 1 then his total payoff from conceding
is —x by Lemma 1. On the other hand, his total payoff from resisting is
—A — T where T is some element of [kA, x]. This follows from the induc-
tion hypothesis since [kA, x] is the set of possible continuation values for
the victim if he has yet to concede by period z. We can rule out T = x be-
cause then the victim would strictly prefer to concede. That is impossible
because then the posterior after resistance in period k + j + 1 would be 0
and there would be no torture in period z. So T € [kA, x) which implies
by the induction hypothesis that the posterior in period z must be y;_ ;.
Therefore the informed victim concedes in period j + k 4 1 with the prob-
ability g such that B(y; q) = i, callit gz, (). Note that g, (p) < qz1-
The principal’s payoff is

M2 + (1= B2 () [VE () = ¢ -
Since V1 (Mi ) = Vk( Mf. ), this is strictly smaller than VK+1(31). This is

impossible in equilibrium because then the principal would prefer not to
torture in period k + j + 1 and instead begin the torture in period k + 1 and

obtain his continuation equilibrium payoff of V’_‘“(y). That concludes
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the second step of the proof. To complete the proof, note that we have
shown that any equilibrium that commences torture in period j < k has
payoff V/(jg) and any equilibrium that commences torture in period j >

k has payoff V¥*1(ug). Since the principal can demand y = 0 until the
period k that maximizes this payoff function, his equilibrium payoff must
be max;f, VE(uo). O

C Proofs for Section 4

Proof of Theorem 3. The proof is by induction on k. First, the claim holds by
definition for k = 1. For k = 2, note that y = ji; and V!(u}) = 0, so that
72(-) = G2(+) and V2(-) = V?(-). Now assume that V¥~ > V*~1, Since the
principal’s continuation payoff must be non-negative and the functions V¥
and V¥ are strictly increasing,

0< V"‘Z(ui_z) <V 2(u3) = Vk_l(P‘Z—l) < ‘7"‘1(#2_1)-

which by the definition of fiy_; implies py ; > fix_1. This yields the first
conclusion §(-) > gx(+). By the definition of V¥,

V() = () min{x, kA + (1= puge(pe) |[VE" (q) — ¢
which is bounded by
Vi) < max {uqmin{x,kA} + (1 - pq) V¥ (B(;q)) — c| }
q=ax(n)

since gi(u) satisfies the constraint and y; | = B(qx(p); 1). Given the def-
inition of V¥~1(.) and writing Z(q) = B(1;q)dx—1(B(1;q)) we can write
the maximand as

pgmin{x, kA} + (1 —pq) [Z(q) min{x, (k = 1)A} —c (1 = Z(q)) - c]
which can be re-arranged as follows.

ug [min{x, kA} 4+ 2c] + (1 — ug)Z(gq) [min{x, (k —1)A} +¢c] —2c (12)

By Lemma 3 (and the same manipulations as in the proof of Theorem 2)
the maximand is strictly increasing in g and therefore since g (¢) < §x(u)
we have

VE(u) < pii(p) min{x, kA + (1= e () [ 75 (B(3e(p); 1) — |
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and since (B(4x(u); 1)) = fix—1 we have VF"1(B(gx(u); #)) = 0 and the
right-hand side equals V¥(u). O

Proof. If the principal begins torturing in period k, then his payoff V*(ug)
must be non-negative. By Theorem 3 V*(uy) > V¥(1g) > 0 and therefore
Mo > k. Since ji; > ji; 1 for all j, we have g > fij forallj = 1,...k. By
the definition of V/(ji;),

0= VI(j1y) < ()i — (1 — i (/)

Re-arranging and using the definition of §;(y;),

Thus,

and therefore k < K(y), establishing the first part of the theorem. The
second part then follows from Theorem 3. The third part is a crude bound
that calculates only the maximum amount of information that can be ex-
tracted from the informed in K(po) periods. O
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