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Matching estimators for average treatment effects are widely used in evaluation research despite the fact that their large sample properties have not been established in many cases. The absence of formal results in this area may be partly due to the fact that standard asymptotic expansions do not apply to simple matching estimators, which are highly nonsmooth functionals of the data. In this article, we develop new methods to analyze the properties of matching estimators and establish a number of new results. First, we show that matching estimators are not $N^{1/2}$-consistent in general and describe conditions under which matching estimators attain $N^{1/2}$-consistency. Second, we show that even for cases that matching estimators are $N^{1/2}$-consistent, simple matching estimators with a fixed number of matches do not attain the semiparametric efficiency bound. Third, we provide new a estimator for the variance that does not require consistent nonparametric estimation of unknown functions.
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1. Introduction

Estimation of average treatment effects is an important goal of much evaluation research, both in academic studies, as well as in government sponsored evaluations of social programs. Often, analyses are based on the assumptions that (i) assignment to treatment is unconfounded or exogenous, that is, based on observable pretreatment variables only, and (ii) there is sufficient overlap in the distributions of the pretreatment variables. Methods for estimating average treatment effects in parametric settings under these assumptions have a long history. Recently, a number of nonparametric implementations of this idea have been proposed. Hahn (1998) calculates the efficiency bound and proposes an asymptotically efficient estimator based on nonparametric series estimation. Heckman, Ichimura, and Todd (1998) and Heckman, Ichimura, Smith, and Todd (1998) focus on the average effect on the treated and consider estimators based on local linear kernel regression methods. Hirano, Imbens, and Ridder (2000) propose an estimator that weights the units by the inverse of their assignment probabilities, and show that nonparametric series estimation of this conditional probability, labeled the propensity score by Rosenbaum and Rubin (1983), leads to an efficient estimator.

Empirical researchers, however, often use simple matching procedures to estimate average treatment effects when assignment for treatment is believed to be unconfounded. Much like nearest neighbor estimators, these procedures match each treated unit to a fixed number of untreated units with similar values for the pretreatment variables. The average effect of the treatment is then estimated by averaging within-match differences in the outcome variable between the treated and the untreated units (see, e.g., Rosenbaum, 1995; Dehejia and Wahba, 1999). Matching estimators have great intuitive appeal, and are widely used in practice. However, their formal large sample properties have not been established. Part of the reason may be that simple matching estimators are highly non-smooth functionals of the distribution of the data, not amenable to standard asymptotic methods for smooth functionals. In this article, we study the large sample properties of matching estimators of average treatment effects and establish a number of new results.

Our results show that some of the formal large sample properties of simple matching estimators are not very attractive. First, we show that when matching is done in multiple dimensions, matching estimators include a conditional bias term whose stochastic order increases with the number of continuous matching variables. We shown that the order of this conditional bias term
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may be greater than $N^{-1/2}$. As a result, matching estimators are in general not $N^{1/2}$-consistent. Second, even if the dimension of the covariates is low enough for the conditional bias term to vanish asymptotically, we show that the simple matching estimator with a fixed number of matches does not achieve the semiparametric efficiency bound as calculated by Hahn (1998). However, for the case when only a single continuous covariate is used to match, we show that the efficiency loss can be made arbitrarily close to zero by allowing a sufficiently large number of matches. Despite these poor formal properties, matching estimators do have some attractive features that may account for their popularity. In particular, matching estimators are extremely easy to implement, and they do not require consistent nonparametric estimation of unknown functions.

In this paper we also propose a consistent estimator for the variances of matching estimators that does not require consistent non-parametric estimation of unknown functions.

In the next section we introduce the notation and define the estimators. In Section 3 we discuss the large sample properties of simple matching estimators. In Section 4 we propose an estimator for the large sample variance of matching estimators. Section 5 concludes. The appendix contains proofs.

2. Notation and Basic Ideas

2.1. Notation

We are interested in estimating the average effect of a binary treatment on some outcome. For unit $i$, with $i = 1, \ldots, N$, let $Y_i(0)$ and $Y_i(1)$ denote the two potential outcomes given the control treatment and given the active treatment, respectively. The variable $W_i$, for $W_i \in \{0, 1\}$ indicates the treatment received. For unit $i$, we observe $W_i$ and the outcome for this treatment,

$$Y_i = \begin{cases} Y_i(0) & \text{if } W_i = 0, \\ Y_i(1) & \text{if } W_i = 1, \end{cases}$$

as well as a vector of pretreatment variables or covariates, $X_i$. Following the literature, our main focus is on the population average treatment effect,$$
\tau = \mathbb{E}[Y_i(1) - Y_i(0)],$$

and the average effect for the treated,$$
\tau^t = \mathbb{E}[Y_i(1) - Y_i(0) | W_i = 1].$$

See Rubin (1977), Heckman and Robb (1984), and Imbens (2003) for some discussion of these estimands.
We assume that assignment to treatment is unconfounded (Rosenbaum and Rubin, 1983), and that the probability of assignment is bounded away from zero and one.

**Assumption 1:** Let $X$ be a random vector of dimension $k$ of continuous covariates distributed on $\mathbb{R}^k$ with compact and convex support $\mathbb{X}$, with (a version of the) density bounded, and bounded away from zero on its support.

**Assumption 2:** For almost every $x \in \mathbb{X}$,

(i) (unconfoundedness) $W$ is independent of $(Y(0), Y(1))$ conditional on $X = x$;

(ii) (overlap) $\eta < \Pr(W = 1|X = x) < 1 - \eta$, for some $\eta > 0$.

The dimension of $X$, denoted by $k$, will be seen to play an important role in the properties of matching estimators. We assume that all covariates have continuous distributions.\(^2\) The combination of the two conditions in Assumption 2 is referred to as strong ignorability (Rosenbaum and Rubin, 1983). These conditions are strong, and in many cases may not be satisfied. Compactness and convexity of the support of the covariates are convenient regularity conditions.

Heckman, Ichimura and Todd (1998) point out that for identification of the average treatment effect, $\tau$, Assumption 2(i) can be weakened to mean independence ($\mathbb{E}[Y(w)|W, X] = \mathbb{E}[Y(w)|X]$ for $w = 0, 1$). For simplicity, we assume full independence, although for most of the results mean-independence is sufficient. When the parameter of interest is the average effect for the treated, $\tau_t$, then the first part of Assumption 2 can be relaxed to require only that $Y(0)$, is independent of $W$ conditional on $X$. Also, when the parameter of interest is $\tau_t$ the second part of Assumption 2 can be relaxed so that the support of $X$ for the treated ($\mathbb{X}_1$) is a subset of the support of $X$ for the untreated ($\mathbb{X}_0$).

**Assumption 2′:** For almost every $x \in \mathbb{X}$,

(i) $W$ is independent of $Y(0)$ conditional on $X = x$;

(ii) $\Pr(W = 1|X = x) < 1 - \eta$, for some $\eta > 0$.

Under Assumption 2(i), the average treatment effect for the subpopulation with $X = x$ is equal to:

$$
\tau(x) = \mathbb{E}[Y(1) - Y(0)|X = x] = \mathbb{E}[Y|W = 1, X = x] - \mathbb{E}[Y|W = 0, X = x].
$$

\(^2\) Discrete covariates with a finite number of support points can be easily dealt with by analyzing estimation of average treatment effects within subsamples defined by their values. The number of such covariates does not affect the asymptotic properties of the estimators. In small samples, however, matches along discrete covariates may not be exact, so discrete covariates may create the same type of biases as continuous covariates.
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Under Assumption 2(ii), the difference on the right hand side of equation (1) is identified for almost all \( x \) in \( X \). Therefore, the average effect of the treatment can be recovered by averaging \( E[Y|W = 1, X = x] - E[Y|W = 0, X = x] \) over the distribution of \( X \):

\[
\tau = E[\tau(X)] = E[E[Y|W = 1, X = x] - E[Y|W = 0, X = x]].
\]

Under Assumption 2′(i), the average treatment effect for the subpopulation with \( X = x \) and \( W = 1 \) is equal to:

\[
\tau^t(x) = E[Y(1) - Y(0)|W = 1, X = x] = E[Y|W = 1, X = x] - E[Y|W = 0, X = x]. \tag{2}
\]

Under Assumption 2′(ii), the difference on the right hand side of equation (2) is identified for all \( x \) in \( X_1 \). Therefore, the average effect of the treatment on the treated can be recovered by averaging \( E[Y|W = 1, X = x] - E[Y|W = 0, X = x] \) over the distribution of \( X \) conditional on \( W = 1 \):

\[
\tau^t = E[\tau^t(X)|W = 1] = E[E[Y|W = 1, X = x] - E[Y|W = 0, X = x]|W = 1].
\]

Next, we introduce some additional notation. For \( x \in X \) and \( w \in \{0, 1\} \), let \( \mu(x, w) = E[Y|X = x, W = w] \), \( \mu_w(x) = E[Y(w)|X = x] \), \( \sigma^2(x, w) = V(Y|X = x, W = w) \), \( \sigma^2_w(x) = V(Y(w)|X = x) \), and \( \varepsilon_i = Y_i - \mu_{W_i}(X_i) \). Under Assumption 2, \( \mu(x, w) = \mu_w(x) \) and \( \sigma^2(x, w) = \sigma^2_w(x) \). Let \( f_w(x) \) be the conditional density of \( X \) given \( W = w \), and let \( e(x) = P(W = 1|X = x) \) be the propensity score (Rosenbaum and Rubin, 1983). In part of our analysis, we adopt the following assumption.

**Assumption 3:** \( \{(Y_i, W_i, X_i)\}_{i=1}^N \) are independent draws from the distribution of \( (Y, W, X) \).

In some cases, however, treated and untreated are sampled separately and their proportions in the sample may not reflect their proportions in the population. Therefore, we relax Assumption 3 so that conditional on \( W_i \) sampling is random. As we will show later, relaxing Assumption 3 is particularly useful when the parameter of interest is the average treatment effect on the treated. The numbers of control and treated units are \( N_0 \) and \( N_1 \) respectively, with \( N = N_0 + N_1 \). For reasons that will become clear later, to estimate average effects on the treated we will require that the size of the control group is at least of the same order of magnitude as the size of the treatment group.

**Assumption 3′:** Conditional on \( W_i = w \) the sample consists of independent draws from \( Y, X|W = w \), for \( w = 0, 1 \). For some \( r \geq 1 \), \( N_1^r/N_0 \to \theta \), with \( 0 < \theta < \infty \).
In this paper we focus on matching with replacement, allowing each unit to be used as a match more than once. For \( x \in X \), let \( \|x\| = (x'x)^{1/2} \) be the standard Euclidean vector norm.\(^3\) Let \( j_m(i) \) be the index \( j \) that solves \( W_j = 1 - W_i \) and
\[
\sum_{l: W_l = 1 - W_i} 1 \left\{ \|X_l - X_i\| \leq \|X_j - X_i\| \right\} = m,
\]
where \( 1 \{ \cdot \} \) is the indicator function, equal to one if the expression in brackets is true and zero otherwise. In other words, \( j_m(i) \) is the index of the unit that is the \( m \)-th closest to unit \( i \) in terms of the covariate values, among the units with the treatment opposite to that of unit \( i \). In particular, \( j_1(i) \), which will be sometimes denoted by \( j(i) \), is the nearest match for unit \( i \). For notational simplicity and because we only consider continuous covariates, we ignore the possibility of ties, which happen with probability zero. Let \( J_M(i) \) denote the set of indices for the first \( M \) matches for unit \( i \): \( J_M(i) = \{j_1(i), \ldots, j_M(i)\} \).\(^4\) Finally, let \( K_M(i) \) denote the number of times unit \( i \) is used as a match given that \( M \) matches per unit are done:
\[
K_M(i) = \sum_{l=1}^{N} 1 \{i \in J_M(l)\}.
\]
The distribution of \( K_M(i) \) will play an important role in the variance of the estimators.

In many analyses of matching methods (e.g., Rosenbaum, 1995), matching is carried out without replacement, so that every unit is used as a match at most once, and \( K_M(i) \leq 1 \). In this article, however, we focus on matching with replacement, allowing each unit to be used as a match more than once. Matching with replacement produces matches of higher quality than matching without replacement by increasing the set of possible matches.\(^5\) In addition, matching with replacement has the advantage that it allows us to consider estimators that match all units, treated as well as controls, so that the estimand is identical to the population average treatment effect.

2.2. Estimators

The unit level treatment effect is \( \tau_i = Y_i(1) - Y_i(0) \). For the units in the sample, only one of the potential outcomes, \( Y_i(0) \) and \( Y_i(1) \), is observed and the other is unobserved or missing. All

\(^3\)Alternative norms of the form \( \|x\|_V = (x'Vx)^{1/2} \) for some positive definite symmetric matrix \( V \) are also covered by the results below, because \( \|x\|_V = ((P_ix)'(P_ix))^{1/2} \) for \( P \) such that \( P'P = V \).

\(^4\)For this definition to make sense, we assume that \( N_0 \geq M \) and \( N_1 \geq M \). We maintain this assumption implicit throughout.

\(^5\)As we show below, inexact matches generate bias in matching estimators. Therefore, expanding the set of possible matches will tend to produce smaller biases.
estimators for the average treatment effects we consider impute the expected potential outcomes in some way. The first estimator, the simple matching estimator, uses the following estimates for the expected potential outcomes:

$$\hat{Y}_i(0) = \begin{cases} Y_i & \text{if } W_i = 0, \\ \frac{1}{M} \sum_{j \in J_M(i)} Y_j & \text{if } W_i = 1, \end{cases}$$

and

$$\hat{Y}_i(1) = \begin{cases} \frac{1}{M} \sum_{j \in J_M(i)} Y_j & \text{if } W_i = 0, \\ Y_i & \text{if } W_i = 1, \end{cases}$$

leading to the following estimator for the average treatment effect:

$$\hat{\tau}_{sm} = \frac{1}{N} \sum_{i=1}^N (\hat{Y}_i(1) - \hat{Y}_i(0)) = \frac{1}{N} \sum_{i=1}^N (2W_i - 1) \left( 1 + \frac{K_M(i)}{M} \right) Y_i. \quad (3)$$

The simple matching estimator can easily be modified to estimate the average treatment effect on the treated:

$$\hat{\tau}_{sm,t} = \frac{1}{N_1} \sum_{W_i=1}^N (Y_i - \hat{Y}_i(0)) = \frac{1}{N_1} \sum_{i=1}^N \left( W_i - (1 - W_i) \frac{K_M(i)}{M} \right) Y_i. \quad (4)$$

It is useful to compare matching estimators to covariance-adjustment or regression imputation estimators. Let $$\hat{\mu}_w(X_i)$$ be a consistent estimator of $$\mu_w(X_i)$$. Let

$$\bar{Y}_i(0) = \begin{cases} Y_i & \text{if } W_i = 0, \\ \hat{\mu}_0(X_i) & \text{if } W_i = 1, \end{cases}$$

and

$$\bar{Y}_i(1) = \begin{cases} \hat{\mu}_1(X_i) & \text{if } W_i = 0, \\ Y_i & \text{if } W_i = 1. \end{cases}$$

The regression imputation estimators of $$\tau$$ and $$\tau^t$$ are

$$\hat{\tau}_{reg} = \frac{1}{N} \sum_{i=1}^N (\bar{Y}_i(1) - \bar{Y}_i(0)) \quad \text{and} \quad \hat{\tau}_{reg,t} = \frac{1}{N_1} \sum_{W_i=1}^N (Y_i - \bar{Y}_i(0)). \quad (6)$$

In our discussion we classify as regression imputation estimators those for which $$\hat{\mu}_w(x)$$ is a consistent estimator of $$\mu_w(x)$$. The estimators proposed by Hahn (1998) and some of those proposed by Heckman, Ichimura, and Todd (1997) and Heckman, Ichimura, Smith, and Todd (1998) fall into this category.

If $$\mu_w(X_i)$$ is estimated using a nearest neighbor estimator with a fixed number of neighbors, then the regression imputation estimator is identical to the matching estimator with the same number of matches. The two estimators differ in the way they change with the sample size. We classify as matching estimators those estimators which use a finite and fixed number of matches. Interpreting matching estimators in this way may provide some intuition for some of the subsequent results. In nonparametric regression methods one typically chooses smoothing parameters to balance bias and variance of the estimated regression function. For example, in
kernel regression a smaller bandwidth leads to lower bias but higher variance. A nearest neighbor estimator with a single neighbor is at the extreme end of this. The bias is minimized within the class of nearest neighbors estimators but the variance no longer vanishes with the sample size. Nevertheless, as we shall show, matching estimators of average treatment effects are consistent under weak regularity conditions. The variance of matching estimators, however, is still relatively high and, as a result, matching with a fixed number of matches does not lead to an efficient estimator.

The first goal of our paper is to derive the properties of the simple matching estimator in large samples, that is, as $N$ increases, for fixed $M$. The motivation for our fixed-$M$ asymptotics is to provide an approximation to the sampling distribution of matching estimators with a small number of matches, because matching estimators with a small number of matches have been widely used in practice. The properties of interest include bias and variance. Of particular interest is the dependence of these results on the dimension of the covariates. A second goal is to provide methods for conducting inference through estimation of the large sample variance of the matching estimator.

3. Simple Matching Estimators

In this section we investigate the properties of the simple matching estimator, $\hat{\tau}^{sm}_M$, defined in (3). We can write the difference between the matching estimator, $\hat{\tau}^{sm}_M$, and the population average treatment effect $\tau$ as

$$\hat{\tau}^{sm}_M - \tau = \left( \overline{\tau(X)} - \tau \right) + E^{sm}_M + B^{sm}_M,$$

(7)

where $\overline{\tau(X)}$ is the average conditional treatment effect:

$$\overline{\tau(X)} = \frac{1}{N} \sum_{i=1}^{N} (\mu_1(X_i) - \mu_0(X_i)),$$

(8)

$E^{sm}_M$ is a weighted average of the residuals:

$$E^{sm}_M = \frac{1}{N} \sum_{i=1}^{N} E^{sm}_{M,i} = \frac{1}{N} \sum_{i=1}^{N} (2W_i - 1) \left( 1 + \frac{K_M(i)}{M} \right) \varepsilon_i,$$

(9)

and $B^{sm}_M$ is the conditional bias relative to $\overline{\tau(X)}$:

$$B^{sm}_M = \frac{1}{N} \sum_{i=1}^{N} B^{sm}_{M,i} = \frac{1}{N} \sum_{i=1}^{N} (2W_i - 1) \frac{1}{M} \sum_{m=1}^{M} \left( \mu_1 - W_i(X_i) - \mu_1 - W_i(X_{jm(i)}) \right).$$

(10)
The first two terms on the right hand side of equation (7), \((\tau(X) - \tau)\) and \(E_{SM}^M\), have zero mean. They will be shown to be \(N^{1/2}\)-consistent and asymptotically normal. The first term depends only on the covariates, and its variance is \(V^{\tau(X)}/N\), where \(V^{\tau(X)} = \mathbb{E}[(\tau(X) - \tau)^2]\) is the variance of the conditional average treatment effect \(\tau(X)\). Conditional on \(X\) and \(W\), (the matrix and vector with \(i\)-th row equal to \(X_i'\) and \(W_i\) respectively) the variance of \(\hat{\tau}_{SM}^M\) is equal to the conditional variance of the second term, \(E_{SM}^M\). We will analyze the variances of these two terms in Section 3.2. We will refer to the third term on the right hand side of equation (7), \(B_{SM}^M\), as the conditional bias, and to \(\text{Bias}_{SM}^M = \mathbb{E}[B_{SM}^M]\) as the (unconditional) bias. If matching is exact, \(X_i = X_{jm(i)}\) for all \(i\), and the conditional bias is equal to zero. In general it is not and its properties will be analyzed in Section 3.1.

Similarly, we can write the estimator for the average effect for the treated, (4), as
\[
\hat{\tau}_{SM,t}^M - \tau_t = (\tau(X) - \tau)^t + E_{SM,t}^M + B_{SM,t}^M, \tag{11}
\]
where
\[
\tau(X)^t = \frac{1}{N_1} \sum_{i=1}^{N} W_i (\mu(X_i, 1) - \mu(X_i)),
\]
is the average conditional treatment effect for the treated,
\[
E_{SM,t}^M = \frac{1}{N_1} \sum_{i=1}^{N} E_{SM,i}^M = \frac{1}{N_1} \sum_{i=1}^{N} \left( W_i - (1 - W_i)K_M(i)/M \right) \epsilon_i,
\]
is the contribution of the residuals, and
\[
B_{SM,t}^M = \frac{1}{N_1} \sum_{i=1}^{N} B_{SM,i}^M = \frac{1}{N_1} \sum_{i=1}^{N} W_i \frac{1}{M} \sum_{m=1}^{M} (\mu_0(X_i) - \mu_0(X_{jm(i)})),
\]
is the conditional bias.

3.1. Bias

Here we investigate the stochastic order of the conditional bias (10) and its counterpart for the average treatment effect for the treated. The conditional bias consists of terms of the form \(\mu_1(X_{jm(i)}) - \mu_1(X_i)\) or \(\mu_0(X_i) - \mu_0(X_{jm(i)})\). To investigate the nature of these terms expand the difference \(\mu_1(X_{jm(i)}) - \mu_1(X_i)\) around \(X_i\):
\[
\mu_1(X_{jm(i)}) - \mu_1(X_i) = (X_{jm(i)} - X_i) \frac{\partial \mu_1}{\partial x}(X_i)
+ \frac{1}{2} (X_{jm(i)} - X_i)^{\prime} \frac{\partial^2 \mu_1}{\partial x \partial x'}(X_i)(X_{jm(i)} - X_i) + O(\|X_{jm(i)} - X_i\|^3).
\]
In order to study the components of the bias it is therefore useful to analyze the distribution of the matching discrepancy \( X_{j_m(i)} - X_i \).

First, let us analyze the matching discrepancy at a general level. Fix the covariate value at \( X = z \), and suppose we have a random sample \( X_1, \ldots, X_N \) with density \( f(x) \) and distribution function \( F(x) \) over the support \( X \) which is bounded. Now, consider the closest match to \( z \) in the sample. Let \( j_1 = \text{argmin}_{j=1, \ldots, N} \|X_j - z\| \), and let \( U_1 = X_{j_1} - z \) be the matching discrepancy. We are interested in the distribution of the difference \( U_1 \), which is a \( k \times 1 \) vector. More generally, we are interested in the distribution of the \( m \)-th closest matching discrepancy, \( U_m = X_{j_m} - z \), where \( X_{j_m} \) is the \( m \)-th closest match to \( z \) from the random sample of size \( N \). The following lemma describes some key asymptotic properties of the matching discrepancy at interior points of the support of \( X \).

**Lemma 1: (Matching Discrepancy – Asymptotic Properties)**

Suppose that \( f(z) > 0 \) and that \( f \) is differentiable in a neighborhood of \( z \). Let \( V_m = N^{1/k}U_m \) and \( f_{V_m} \) be the density of \( V_m \). Then, as \( N \to \infty \),

\[
\lim_{N \to \infty} f_{V_m}(v) = \frac{f(z)}{(m-1)!} \left( \frac{\|v\|}{k} f(z) \frac{2\pi^{k/2}}{\Gamma(k/2)} \right)^{m-1} \exp \left( -\frac{\|v\|}{k} f(z) \frac{2\pi^{k/2}}{\Gamma(k/2)} \right),
\]

where \( \Gamma(y) = \int_0^\infty e^{-t} t^{y-1} dt \) (for \( y > 0 \)) is Euler’s Gamma Function, so that \( U_m = O_p(N^{-1/k}) \).

Moreover, the first three moments of \( U_m \) are:

\[
E[U_m] = \Gamma \left( \frac{mk+2}{k} \right) \frac{1}{(m-1)!k} \left( \frac{f(z)}{\Gamma(1+k/2)} \right)^{-2/k} \frac{1}{f(z) \partial f(z)} \frac{1}{N^{2/k}} + o \left( \frac{1}{N^{2/k}} \right),
\]

\[
E[U_mU_m'] = \Gamma \left( \frac{mk+2}{k} \right) \frac{1}{(m-1)!k} \left( \frac{f(z)}{\Gamma(1+k/2)} \right)^{-2/k} \frac{1}{N^{2/k}} I_k + o \left( \frac{1}{N^{2/k}} \right),
\]

and

\[
E[\|U_m\|^{3}] = O \left( N^{-3/k} \right),
\]

where \( I_k \) is the identity matrix of size \( k \).

(All proofs are given in the appendix.)

This lemma shows that the order of the matching discrepancy increases with the number of continuous covariates. The lemma also shows that the first term in the stochastic expansion of \( N^{1/k}U_m \) has a rotation invariant distribution with respect to the origin. The following lemma shows that for all points in the support, including boundary points, the normalized moments of the matching discrepancies, \( U_m \), are bounded.
Lemma 2: (Matching Discrepancy – Uniformly Bounded Moments)
If Assumption 1 holds, then all the moments of $N^{1/k}U_m$ are uniformly bounded in $N$ and $z \in X$.

These results allow us to bound the stochastic order of the conditional bias.

Theorem 1: (Order of the Conditional Bias for the Average Treatment Effect)
Under assumptions 1, 2 and 3: (i) if $\mu_0(x)$ and $\mu_1(x)$ are Lipschitz on $X$, then $B_{sm} = O_p(N^{-1/k})$, and (ii) the order of $\text{Bias}_{sm} = E[B_{sm}]$ is not in general lower than $N^{-2/k}$.

Consider the implications of this theorem for the asymptotic properties of the simple matching estimator. First notice that, under regularity conditions, $\sqrt{N}(\tau(X) - \tau) = O_p(1)$ with a normal limiting distribution, by a standard central limit theorem. Also, it will be shown later that, under regularity conditions $\sqrt{N}E_{sm} = O_p(1)$, again with a normal limiting distribution. However, the result of the theorem implies that $\sqrt{N}B_{sm}$ is not $O_p(1)$ in general. In particular, if $k$ is large enough the asymptotic distribution of $\sqrt{N}(\tau_{sm} - \tau)$ is dominated by the bias term and the simple matching estimator is not $N^{1/2}$-consistent. However, if only one of the covariates is continuously distributed, then $k = 1$ and $B_{sm} = O_p(N^{-1})$, so $\sqrt{N}(\tau_{sm} - \tau)$ will be asymptotically normal.

A similar result holds for the average treatment effect on the treated.

Theorem 2: (Order of the Conditional Bias for the Average Treatment Effect on the Treated)
Under assumptions 1, 2 and 3, (i) if $\mu_0(x)$ is Lipschitz on $X_0$, then $B_{sm,t} = O_p(N^{-r/k})$, and (ii) if $X_1$ is a compact subset of the interior of $X_0$, $\mu_0(x)$ has bounded third derivatives in the interior of $X_0$, $f_0(x)$ is differentiable in the interior of $X_0$ with bounded derivatives, then

$$
\text{Bias}_{sm,t} = E[B_{sm,t}] = -\left(\frac{1}{M}\sum_{m=1}^{M} \Gamma \left(\frac{mk + 2}{k}\right) \frac{1}{(m - 1)!(m - 1/k)} \right) \frac{1}{N^{2r/k}} \times 
$$

$$
\theta^{2/k} \int \left( f_0(x) \frac{\pi^{k/2}}{\Gamma(1 + k/2)} \right)^{-2/k} \left\{ \frac{1}{f_0(x)} \frac{\partial f_0(x)}{\partial x'} (x) \frac{\partial \mu_0(x)}{\partial x} + \frac{1}{2} \text{tr} \left( \frac{\partial^2 \mu_0}{\partial x' \partial x} (x) \right) \right\} f_1(x) dx + o \left( \frac{1}{N^{2r/k}} \right).
$$

This case is particularly relevant because often matching estimators have been used to estimate the average effect for the treated, in settings in which a large number of controls are sampled separately. Generally, in those cases, the conditional bias term has been ignored in the asymptotic approximation to standard errors and confidence intervals. That is justified if $N_0$ is of sufficiently high order relative to $N_1$, or, to be precise, if $r > k/2$. In that case it follows that $B_{sm,t} = \ldots$. 

\( o_p(N_1^{-1/2}) \), and the bias term will get dominated in the large sample distribution by the two other terms, \( \tau(\hat{X}) - \tau^t \) and \( E_{M}^{\text{sm},t} \), both of which are \( O_p(N_1^{-1/2}) \).

In part (ii) of Theorem 2, we show that a general expression of the bias \( \text{Bias}_{M}^{\text{sm},t} \) can be calculated if \( X_1 \) is compact and \( X_1 \subset \text{int } X_0 \) (so that the bias is not affected by the geometric characteristics of the boundary of \( X_0 \)). Under these conditions, the bias of the matching estimator is at most of order \( N_1^{-2/k} \). This bias is further reduced when \( \mu_0 \) is constant or when \( \mu_0 \) is linear and \( f_0 \) is constant, among other cases. Note, however, that randomizing the treatment, \( f_0 = f_1 \) does not reduce the order of \( \text{Bias}_{M}^{\text{sm},t} \).

### 3.2. Variance

In this section we investigate the variance of the simple matching estimator, \( \hat{\tau}_{M}^{\text{sm}} \). We focus on the first two terms of the simple matching estimator, (8) and (9), ignoring for the moment the conditional bias term (10). Conditional on \( X \) and \( W \), the matrix and vector with \( i\)-th row equal to \( X_i^t \) and \( W_i \) respectively, the variance of \( \hat{\tau}_{M}^{\text{sm}} \) is

\[
\mathbb{V}(\hat{\tau}_{M}^{\text{sm}}|X, W) = \frac{1}{N^2} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M} \right)^2 \sigma^2(X_i, W_i). \tag{12}
\]

For \( \hat{\tau}_{M}^{\text{sm},t} \) we obtain:

\[
\mathbb{V}(\hat{\tau}_{M}^{\text{sm},t}|X, W) = \frac{1}{N^2} \sum_{i=1}^{N} (W_i - (1 - W_i)K_M(i)/M)^2 \sigma^2(X_i, W_i). \tag{13}
\]

Let \( V^E = N\mathbb{V}(\hat{\tau}_{M}^{\text{sm}}|X, W) \) and \( V^{E,t} = N_1\mathbb{V}(\hat{\tau}_{M}^{\text{sm},t}|X, W) \) be the corresponding normalized variances. Ignoring the conditional bias term, \( B_{M}^{\text{sm}} \), the conditional expectation of \( \hat{\tau}_{M}^{\text{sm}} \) is \( \tau(\overline{X}) \). The variance of this conditional mean is therefore \( V^{\tau(X)}/N \), where \( V^{\tau(X)} = \mathbb{E}[(\tau(X) - \tau)^2] \). Hence the marginal variance of \( \hat{\tau}_{M}^{\text{sm}} \), ignoring the conditional bias term, is \( \mathbb{V}(\hat{\tau}_{M}^{\text{sm}}) = (\mathbb{E}[V^E] + V^{\tau(X)})/N \).

For the estimator for the average effect on the treated the marginal variance is, again ignoring the conditional bias term, \( \mathbb{V}(\hat{\tau}_{M}^{\text{sm},t}) = (\mathbb{E}[V^{E,t}] + V^{\tau(X),t})/N_1 \), where \( V^{\tau(X),t} = \mathbb{E}[(\tau^t(X) - \tau^t)^2|W = 1] \).

The following lemma shows that the expectation of the normalized variance is finite. The key is that \( K_M(i) \), the number of times that unit \( i \) is used as a match, is \( O_p(1) \) with finite moments.\(^{6}\)

**Lemma 3:** (i) Suppose assumptions 1-3 hold, then \( K_M(i) = O_p(1) \) and its moments are bounded uniformly in \( N \). (ii) If, in addition, \( \sigma^2(x, w) \) are Lipschitz in \( x \) for \( w = 0, 1 \), then \( \mathbb{E}[V^E + V^{\tau(X)}] = O(1) \). (iii) Suppose Assumptions 1, 2, and 3, then \( (N_0/N_1)\mathbb{E}[K_M(i)^q|W_i = 0] \) is \( O(1) \) for every \( q \geq 0 \).

\(^{6}\)Notice that, for \( 1 \leq i \leq N \), \( K_M(i) \) are exchangeable random variables, and therefore have identical marginal distributions.
uniformly bounded in $N$ for all $q \geq 1$. (iv) If also $\sigma^2(x, w)$ are Lipschitz in $X$ for $w = 0, 1$, then $E[V^{E,t} + V^{\tau(X),t}] = O(1)$.

3.3. Consistency and Asymptotic Normality

In this section we show that the simple matching estimator is consistent for the average treatment effect and that, without the conditional bias term, is $N^{1/2}$-consistent and asymptotically normal. The next assumption contains a set of weak smoothness restrictions on the conditional distribution of $Y$ given $X$. Notice that it does not require existence of higher order derivatives.

**Assumption 4:** (i) $\mu(x, w)$ and $\sigma^2(x, w)$ are Lipschitz in $X$ for $w = 0, 1$, (ii) the fourth moments of the conditional distribution of $Y$ given $W = w$ and $X = x$ exist and are uniformly bounded, and (iii) $\sigma^2(x, w)$ is bounded away from zero.

**Theorem 3:** (Consistency of the Simple Matching Estimator)

(i) Suppose assumptions 1-3 and 4(i) hold. Then $\hat{\tau}^{sm}_M - \tau \overset{p}{\rightarrow} 0$. (ii) Suppose assumptions 1, 2, 3, and 4(i) hold. Then $\hat{\tau}^{sm,t}_M - \tau^t \overset{p}{\rightarrow} 0$.

Notice that the consistency result holds regardless of the dimension of the covariates.

Next, we state the formal result for asymptotic normality. The first result gives an asymptotic normality result for the estimators $\hat{\tau}^{sm}_M$ and $\hat{\tau}^{sm,t}_M$ after subtracting the bias term.

**Theorem 4:** (Asymptotic Normality for the Simple Matching Estimator)

(i) Suppose assumptions 1-3 and 4 hold. Then

\[
\left( V^{E} + V^{\tau(X)} \right)^{-1/2} \sqrt{N} (\hat{\tau}^{sm}_M - B^{sm}_M - \tau) \overset{d}{\rightarrow} N(0, 1).
\]

(ii) Suppose assumptions 1, 2, 3, and 4 hold. Then

\[
\left( V^{E,t} + V^{\tau(X),t} \right)^{-1/2} \sqrt{N} (\hat{\tau}^{sm,t}_M - B^{sm,t}_M - \tau^t) \overset{d}{\rightarrow} N(0, 1).
\]

Although one generally does not know the conditional bias term, this result is useful for two reasons. First, in some cases the bias term can be ignored because it is of sufficiently low order. Second, as we show in Abadie and Imbens (2003), under some conditions, an estimate of the bias term can be used in the statement of Theorem 4 without changing the result.

In the scalar covariate case, or when only the treated are matched and the size of the control group is of sufficient order of magnitude, there is no need to remove the bias.
Corollary 1: (Asymptotic Normality for Simple Matching Estimator – Vanishing Bias)

(i) Suppose assumptions 1-3 and 4 hold, and \( k = 1 \). Then
\[
\left( V^E + V^\tau(X) \right)^{-1/2} \sqrt{N} (\hat{\tau}_{sm}^M - \tau) \xrightarrow{d} N(0,1).
\]

(ii) Suppose assumptions 1, 2, 3, and 4 hold, and \( r > k/2 \). Then
\[
\left( V^{E,t} + V^\tau(X,t) \right)^{-1/2} \sqrt{N_1} (\hat{\tau}_{sm,t}^M - \tau_t) \xrightarrow{d} N(0,1).
\]

3.4. Efficiency

The asymptotic efficiency of the estimators considered here depends on the limit of \( E[V^E] \), which in turn depends on the limiting distribution of \( K_M(i) \). It is difficult to work out the limiting distribution of this variable for the general case. Here we investigate the form of the variance for the special case with a scalar covariate \( k = 1 \) and a general \( M \).

Theorem 5: Suppose \( k = 1 \). If Assumptions 1 to 4 hold, and \( f_1 \) and \( f_0 \) are continuous on \( \text{int} \ X \), then
\[
N \cdot \mathbb{V}(\hat{\tau}_{sm}^M) = E \left[ \frac{\sigma_1^2(X)}{e(X)} + \frac{\sigma_0^2(X)}{1 - e(X)} \right] + V^\tau(X)
+ \frac{1}{2M} E \left[ \left( \frac{1}{e(X)} - e(X) \right) \sigma_1^2(X) + \left( \frac{1}{1 - e(X)} - (1 - e(X)) \right) \sigma_0^2(X) \right] + o(1).
\]

Note that with \( k = 1 \) we can ignore the conditional bias term, \( B_{sm}^M \). The semiparametric efficiency bound for this problem is, as established by Hahn (1998),
\[
V^{\text{eff}} = E \left[ \frac{\sigma_1^2(X)}{e(X)} + \frac{\sigma_0^2(X)}{1 - e(X)} \right] + V^\tau(X).
\]

The limiting variance of the matching estimator is in general larger. Relative to the efficiency bound it can be written as
\[
\lim_{N \to \infty} \frac{N \cdot \mathbb{V}(\hat{\tau}_{sm}^M) - V^{\text{eff}}}{V^{\text{eff}}} < \frac{1}{2M}.
\]

The asymptotic efficiency loss disappears quickly if the number of matches is large enough, and the efficiency loss from using a few matches is very small. For example, the asymptotic variance with a single match is less than 50% higher than the asymptotic variance of the efficient estimator, and with five matches the asymptotic variance is less than 10% higher.

\(^7\)The key is the second moment of the volume of the “catchment area” \( A_M(i) \), defined as the subset of \( X \) such that each observation, \( j \), with \( W_j = 1 - W_i \) and \( X_j \in A_M(i) \) is matched to \( i \). In the single match case with \( M = 1 \) these objects are studied in stochastic geometry where they are known as Poisson-Voronoi tessellations (Okabe, Boots, Sugihara and Nak Chiu, 2000). The variance of the volume of such objects under uniform \( f_0(x) \) and \( f_1(x) \), normalized by the mean, has been worked out numerically for the one, two, and three dimensional cases.
4. Estimating the Variance

Corollary 1 uses the square-roots of $V^E + V^\tau(X)$ and $V^{E,t} + V^{\tau(X),t}$ as normalizing factors to attain a limiting normal distribution for matching estimators. In this section, we show how to estimate these terms.

4.1. Estimating the Conditional Variance

Estimating the conditional variance, $V^E = \sum_{i=1}^{N} (1 + K_M(i)/M)^2 \sigma^2_{W_i}(X_i)/N$, is complicated by the fact that it involves the conditional outcome variances, $\sigma^2_w(x)$. We propose an estimator of the conditional variance of the simple matching estimator which does not require consistent nonparametric estimation of $\sigma^2_w(x)$. Our method uses a matching estimator for $\sigma^2_w(x)$ where instead of the original matching of treated to control units, we now match treated units to treated units and control units to control units.

Let $l_j(i)$ be the $j$-th closest unit to unit $i$ among the units with the same value for the treatment. Then, we estimate the conditional variance as

$$\hat{\sigma}^2_{W_i}(X_i) = \frac{J}{J+1} \left( Y_i - \frac{1}{J} \sum_{j=1}^{J} Y_{l_j(i)} \right)^2.$$  

(14)

Notice that if all matches are perfect so $X_{l_j(i)} = X_i$ for all $j = 1, \ldots, J$, then $E[\hat{\sigma}^2_{W_i}(X_i) | X_i = x, W_i = w] = \sigma^2_w(x)$. In practice, if the covariates are continuous, it will not be possible to find perfect matches, so $\hat{\sigma}^2_{W_i}(X_i)$ will be only asymptotically unbiased. Because $\hat{\sigma}^2_{W_i}(X_i)$ is an average of a fixed number of observations, this estimator will not be consistent for $\sigma^2_{W_i}(X_i)$. However, the next theorem shows that averages of the $\hat{\sigma}^2_{W_i}(X_i)$-s are consistent for $V^E$ and $V^{E,t}$.

**Theorem 6:** Let $\hat{\sigma}^2_{W_i}(X_i)$ be as in equation (14). Let

$$\hat{V}^E = \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M} \right) \hat{\sigma}^2_{W_i}(X_i), \quad \hat{V}^{E,t} = \frac{1}{N_1} \sum_{i=1}^{N_1} \left( W_i - (1 - W_i) \frac{K_M(i)}{M} \right) \hat{\sigma}^2_{W_i}(X_i).$$

If Assumptions 1 to 4 hold, then $|\hat{V}^E - V^E| = o_p(1)$. If Assumptions 1-2, 3 and 4 hold, then $|\hat{V}^{E,t} - V^{E,t}| = o_p(1)$.

4.2. Estimating the Marginal Variance

Here we develop consistent estimators for $V = V^E + V^\tau(X)$ and $V^t = V^{E,t} + V^{\tau(X),t}$. These estimators are based on the same matching approach to estimating the conditional error variance
\( \sigma_w^2(x) \) as in the previous subsection. In addition, these estimators exploit the fact that,

\[
\mathbb{E}[(\hat{Y}_i(1) - \hat{Y}_i(0) - \tau)^2] \simeq V^{\tau(X)} + \mathbb{E} \left[ \varepsilon_i^2 + \frac{1}{M^2} \sum_{m=1}^{M} \varepsilon_{jm(i)}^2 \right].
\]

The average of the left hand side can be estimated as \( \sum_i (\hat{Y}_i(1) - \hat{Y}_i(0) - \hat{\tau})^2 )/M \). The average of the second term on the right hand side can be estimated using the fact that

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \varepsilon_i^2 + \frac{1}{M^2} \sum_{m=1}^{M} \varepsilon_{jm(i)}^2 \right] = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1 + K_M(i)}{M^2} \right) \sigma_w^2(X_i),
\]

which can then be combined to estimate \( V^{\tau(X)} \). This in turn can be combined with the previously defined estimator for \( V^{E} \) to obtain an estimator of \( V \).

**Theorem 7:** Let \( \hat{\sigma}^2(X_i, W_i) \) be as in equation (14). Let

\[
\hat{V} = \frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \hat{\tau}_{m(i)} \right)^2 + \frac{1}{N} \sum_{i=1}^{N} \left( \frac{K_M(i)}{M} \right)^2 + \frac{2M-1}{M} \left( \frac{K_M(i)}{M} \right) \hat{\sigma}^2(X_i, W_i)
\]

and

\[
\hat{V}^t = \frac{1}{N_1} \sum_{W_i=1} \left( Y_i - \hat{Y}_i(0) - \hat{\tau}_{m(i)} \right)^2 + \frac{1}{N_1} \sum_{i=1}^{N} (1 - W_i) \left( \frac{K_M(i)(K_M(i) - 1)}{M^2} \right) \hat{\sigma}^2(X_i, W_i).
\]

If Assumptions 1 to 4 hold, then \( |\hat{V} - V| = o_p(1) \). If Assumptions 1 2, 3 and 4 hold, then \( |\hat{V}^t - V^t| = o_p(1) \).

5. Conclusion

In this paper we derive large sample properties of simple matching estimators that are widely used in applied evaluation research. The formal large sample properties turn out to be surprisingly poor. We show that simple matching estimators include a conditional bias term which does not disappear in large samples, under the standard \( N^{1/2} \) normalization. Therefore, standard matching estimators are not \( N^{1/2} \)-consistent in general. We derive the asymptotic distribution of matching estimators for the cases where the conditional bias can be ignored, and show that matching estimators with a fixed number of matches are not efficient.
APPENDIX

Before proving Lemma 1, we collect some results on integration using polar coordinates that will be useful. See for example Stroock (1999). Let $S_k = \{ \omega \in \mathbb{R}^k : \| \omega \| = 1 \}$ be the unit k-sphere, and $\lambda_{S_k}$ be its surface measure. Then, the area and volume of the unit k-sphere are

$$\int_{S_k} \lambda_{S_k} (d\omega) = \frac{2\pi^{k/2}}{\Gamma(k/2)} \quad \text{and} \quad \int_0^1 r^{k-1} \int_{S_k} \lambda_{S_k} (d\omega) \, dr = \frac{2\pi^{k/2}}{k \Gamma(k/2)} = \frac{\pi^{k/2}}{\Gamma(1+k/2)},$$

respectively. In addition,

$$\int_{S_k} \omega \lambda_{S_k} (d\omega) = 0, \quad \text{and} \quad \int_{S_k} \omega \omega' \lambda_{S_k} (d\omega) = \frac{\int_{S_k} \lambda_{S_k} (d\omega)}{k} I_k = \frac{\pi^{k/2}}{\Gamma(1+k/2)} I_k,$$

where $I_k$ is the k-dimensional identity matrix. For any non-negative measurable function $g(\cdot)$ on $\mathbb{R}^k$,

$$\int_{\mathbb{R}^k} g(x) \, dx = \int_0^\infty r^{k-1} \left( \int_{S_k} g(r\omega) \lambda_{S_k} (d\omega) \right) \, dr.$$

We will also use the following result on Laplace approximation of integrals.

**Lemma A.1:** Let $a(r)$ and $b(r)$ be two real functions, $a(r)$ is continuous in a neighborhood of zero and $b(r)$ has continuous first derivative in a neighborhood of zero. Let $b(0) = 0$, $b(r) > 0$ for $r > 0$, and that for every $\bar{r} > 0$ the infimum of $b(r)$ over $r \geq \bar{r}$ is positive. Suppose that there exist positive real numbers $a_0$, $b_0$, $\alpha$, $\beta$ such that

$$\lim_{r \to 0} a(r)r^{1-\alpha} = a_0, \quad \lim_{r \to 0} b(r)r^{-\beta} = b_0, \quad \text{and} \quad \lim_{r \to 0} \frac{db}{dr} (r)r^{1-\beta} = b_0\beta.$$

Suppose also that $\int_0^\infty |a(r)| \exp(-Nb(r)) \, dr < \infty$ for all sufficiently large $N$. Then, for $N \to \infty$

$$\int_0^\infty a(r)\exp(-Nb(r)) \, dr = \Gamma \left( \frac{\alpha}{\beta} \right) \frac{a_0}{\beta b_0^{\alpha/\beta}} \frac{1}{N^{\alpha/\beta}} + o \left( \frac{1}{N^{\alpha/\beta}} \right).$$

**Proof:** It follows from Theorem 7.1 in Olver (1997), page 81.

**Proof of Lemma 1:** First consider the conditional probability of unit $i$ being the $m$-th closest match to $z$, given $X_i = x$:

$$\Pr(j_m = i | X_i = x) = \left( \frac{N - 1}{m - 1} \right) (\Pr(\|X - z\| > \|x - z\|))^{N-m} (\Pr(\|X - z\| \leq \|x - z\|))^{m-1}.$$

Because the marginal probability of unit $i$ being the $m$-th closest match to $z$ is $\Pr(j_m = i) = 1/N$, and because the density of $X_i$ is $f(x)$, then the distribution of $X_i$ conditional on it being the $m$-th closest match is:

$$f_{X_i|j_m=i}(x) = N f(x) \Pr(j_m = i | X_i = x)$$

$$= N f(x) \left( \frac{N - 1}{m - 1} \right) (1 - \Pr(\|X - z\| \leq \|x - z\|))^{N-m} (\Pr(\|X - z\| \leq \|x - z\|))^{m-1},$$

and this is also the distribution of $X_{jm}$. Now transform to the matching discrepancy $U_m = X_{jm} - z$ to get

$$f_{U_m}(u) = N \left( \frac{N - 1}{m - 1} \right) f(z + u) (1 - \Pr(\|X - z\| \leq \|u\|))^{N-m} (\Pr(\|X - z\| \leq \|u\|))^{m-1}. \quad (A.1)$$
Transform to \( V_m = N^{1/k} U_m \) with Jacobian \( N^{-1} \) to obtain:

\[
f_{V_m}(v) = \left( \frac{N^{1-m}}{m-1} \right) f(z + \frac{v}{N^{1/k}}) \left( 1 - \Pr \left( \|X - z\| \leq \frac{\|v\|}{N^{1/k}} \right) \right) \left( \Pr \left( \|X - z\| \leq \frac{\|v\|}{N^{1/k}} \right) \right)^{m-1}
\]

Note that \( \Pr(\|X - z\| \leq \|v\| N^{-1/k}) = \int_0^{\|v\|/N^{1/k}} r^{k-1} \left( \int_{S_k} f(z + r \omega \lambda_{S_k}(d\omega) \right) dr, \)

where \( S_k = \{ \omega \in \mathbb{R}^k : \|\omega\| = 1 \} \) is the unit \( k \)-sphere, and \( \lambda_{S_k} \) is its surface measure. The derivative w.r.t. \( N \) is

\[
\left( -\frac{1}{N^2} \right) \frac{\|v\|^k}{k} \int_{S_k} f(z + \frac{\|v\|^k}{N^{1/k}} \omega) \lambda_{S_k}(d\omega).
\]

Therefore,

\[
\lim_{N \to \infty} \frac{\Pr(\|X - z\| \leq \|v\| N^{-1/k})}{1/N} = \frac{\|v\|^k}{k} \int_{S_k} \lambda_{S_k}(d\omega).
\]

In addition, it is easy to check that

\[
N^{1-m} \left( \frac{N-1}{m-1} \right) = \frac{1}{(m-1)!} + o(1).
\]

Therefore,

\[
\lim_{N \to \infty} f_{V_m}(v) = \frac{f(z)}{(m-1)!} \left( \frac{\|v\|^k}{k} \int_{S_k} \lambda_{S_k}(d\omega) \right)^{-1} \exp \left( -\frac{\|v\|^k}{k} \int_{S_k} \lambda_{S_k}(d\omega) \right).
\]

The previous equation shows that the density of \( V_m \) converges pointwise to a non-negative function which is rotation invariant with respect to the origin. As a result, the matching discrepancy \( U_m \) is \( O_p(N^{-1/k}) \) and the limiting distribution of \( N^{1/k} U_m \) is rotation invariant with respect to the origin. This finishes the proof of the first result.

Next, given \( f_{U_m}(u) \) in (A.1),

\[
EU_m = N \left( \frac{N-1}{m-1} \right) A_m,
\]

where

\[
A_m = \int_{\mathbb{R}^k} u f(z + u) \left( 1 - \Pr(\|X - z\| \leq \|u\|) \right) \left( \Pr(\|X - z\| \leq \|u\|) \right)^{m-1} du,
\]

Boundedness of \( X \) implies that \( A_m \) converges uniformly. (It is easy to relax the bounded support condition here. We maintain it because it is used elsewhere in the article.) Changing variables to polar coordinates gives:

\[
A_m = \int_0^\infty r^{k-1} \left( \int_{S_k} r \omega f(z + r \omega \lambda_{S_k}(d\omega) \right) \left( 1 - \Pr(\|X - z\| \leq r) \right) \left( \Pr(\|X - z\| \leq r) \right)^{m-1} dr
\]

Then rewriting the probability \( \Pr(\|X - z\| \leq r) \) as

\[
\int_{\mathbb{R}^k} f(x) 1\{\|x - z\| \leq r\} dx = \int_{\mathbb{R}^k} f(z + v) 1\{\|v\| \leq r\} dv = \int_0^{s^{k-1}} \left( \int_{S_k} f(z + s \omega \lambda_{S_k}(d\omega) \right) ds
\]
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and substituting this into the expression for \( A_m \) gives:

\[
A_m = \int_0^\infty r^{k-1} \left( \int_{S_k} r \omega f(z + r \omega) \lambda_{S_k}(d \omega) \right) \frac{1}{1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds} dr = \int_0^\infty e^{-N_b(r)} a(r) dr,
\]

where

\[
b(r) = - \log \left( 1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds \right),
\]

and

\[
a(r) = r^k \left( \int_{S_k} \omega f(z + r \omega) \lambda_{S_k}(d \omega) \right) \frac{\left( \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds \right)^{m-1}}{1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds}.
\]

That is, \( a(r) = q(r)p(r) \), \( q(r) = r^k c(r) \), and \( p(r) = (g(r))^{m-1} \), where

\[
c(r) = \frac{\int_{S_k} \omega f(z + r \omega) \lambda_{S_k}(d \omega)}{1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds}, \quad g(r) = \frac{\int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds}{1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds}.
\]

First notice that \( b(r) \) is continuous in a neighborhood of zero and \( b(0) = 0 \). By Theorem 6.20 in Rudin (1976), \( s^{k-1} \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \) is continuous, and

\[
\frac{db}{dr}(r) = \frac{r^{k-1} \left( \int_{S_k} f(z + r \omega) \lambda_{S_k}(d \omega) \right)}{1 - \int_0^r s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d \omega) \right) ds},
\]

which is also continuous. Using L'Hospital’s rule:

\[
\lim_{r \to 0} b(r)^{r^{-k}} = \lim_{r \to 0} \frac{1}{kr^{k-1}} \frac{db}{dr}(r) = \frac{1}{k} f(z) \int_{S_k} \lambda_{S_k}(d \omega).
\]

Similarly, \( c(r) \) is continuous in a neighborhood of zero, \( c(0) = 0 \), and

\[
\lim_{r \to 0} c(r)^{r^{-1}} = \lim_{r \to 0} \frac{de}{dr}(r) = \frac{\partial f}{\partial x}(z) \int_{S_k} \omega \lambda_{S_k}(d \omega) = \frac{1}{k} \frac{\partial f}{\partial x}(z) \int_{S_k} \lambda_{S_k}(d \omega).
\]

Therefore,

\[
\lim_{r \to 0} g(r)^{r^{-(k+1)}} = \lim_{r \to 0} \frac{de}{dr}(r) = \frac{1}{k} \frac{\partial f}{\partial x}(z) \int_{S_k} \lambda_{S_k}(d \omega).
\]

Similar calculations yield

\[
\lim_{r \to 0} g(r)^{r^{-k}} = \lim_{r \to 0} \frac{1}{kr^{k-1}} \frac{dg}{dr}(r) = \frac{1}{k} f(z) \int_{S_k} \lambda_{S_k}(d \omega).
\]
Therefore
\[
\lim_{r \to 0} p(r)^{-\alpha} = \left(\frac{1}{k} \int_{S_k} \lambda_S(d\omega)\right)^{-\alpha}.
\]
Now, it is clear that
\[
\lim_{r \to 0} a(r)^{-\alpha} = \left(\lim_{r \to 0} p(r)^{-\alpha} \right) \left(\lim_{r \to 0} q(r)^{-\alpha}\right)
\]
\[
= \left(\frac{1}{k} \int_{S_k} \lambda_S(d\omega)\right)^{-\alpha} \frac{1}{k} \frac{\partial f}{\partial x}(z) \int_{S_k} \lambda_S(d\omega) = \left(\frac{1}{k} \int_{S_k} \lambda_S(d\omega)\right) \frac{1}{f(z)} \frac{\partial f}{\partial x}(z).
\]
Therefore, the conditions of Lemma A.1 hold for \( \alpha = mk + 2, \beta = k \)
\[
a_0 = \left(\frac{1}{k} \int_{S_k} \lambda_S(d\omega)\right)^m \frac{1}{f(z)} \frac{\partial f}{\partial x}(z), \quad \text{and} \quad b_0 = \frac{1}{k} \int_{S_k} \lambda_S(d\omega).
\]
Applying Lemma A.1, we get
\[
A_m = \Gamma \left(\frac{mk + 2}{k} \right) \frac{1}{k} \frac{a_0}{b_0} \left(\frac{1}{N^{(mk+2)/k}}\right) + o \left(\frac{1}{N^{(mk+2)/k}}\right)
\]
\[
= \Gamma \left(\frac{mk + 2}{k} \right) \frac{1}{k} \left(\frac{f(z)}{\Gamma(1 + \frac{k}{2})}\right)^{-2/k} \frac{1}{f(z)} \frac{\partial f}{\partial x}(z) \frac{1}{N^{(mk+2)/k}} + o \left(\frac{1}{N^{(mk+2)/k}}\right).
\]
Therefore,
\[
E[U_m] = \Gamma \left(\frac{mk + 2}{k} \right) \frac{1}{(m-1)!k} \left(\frac{f(z)}{\Gamma(1 + \frac{k}{2})}\right)^{-2/k} \frac{1}{f(z)} \frac{\partial f}{\partial x}(z) \frac{1}{N^{2/k}} + o \left(\frac{1}{N^{2/k}}\right),
\]
which finishes the proof for the second result of the lemma. The results for \( E[U_m U_m'] \) and \( E[\|U_m\|^2] \) follow from similar arguments.

**Proof of Lemma 2:** The proof consists of showing that the density of \( V_m = N^{1/k} U_m \), denoted by \( f_{V_m}(v) \), is bounded by \( f_{V_m}(v) \) which does not depend on \( N \) or \( v \), followed by a proof that \( \int \|v\|^k f_{V_m}(v) dv < \infty \) for any \( L > 0 \). It is enough to show the result for \( N > m \) (the bounded support condition implies uniformly bounded moments of \( V_m \) for \( z \in \mathbb{X} \) for any given \( N \), and in particular for \( N = m \).) Recall from the proof of Lemma 1 that
\[
f_{V_m}(v) = \left(\frac{N - 1}{m - 1}\right) f \left(z + \frac{v}{N^{1/k}}\right) \left(1 - \Pr \left(\|X - z\| \leq \frac{\|v\|}{N^{1/k}}\right)^m \left(\Pr \left(\|X - z\| \leq \frac{\|v\|}{N^{1/k}}\right)^m\right)^{-1/k}.
\]
Define \( T = \inf_{x \in \mathbb{X}} f(x) \) and \( \tilde{T} = \sup_{x \in \mathbb{X}} f(x) \). By assumption, \( T > 0 \) and \( \tilde{T} \) is finite. Let \( \bar{u} \) be the diameter of \( \mathbb{X} \) (\( \bar{u} = \sup_{x,y \in \mathbb{X}} \|x - y\| \)) which is finite because \( \mathbb{X} \) is bounded by assumption. Consider all the balls \( B(x, \bar{u}) \) with centers \( x \in \mathbb{X} \) and radius \( \bar{u} \). Let \( c \) be the supremum over \( x \in \mathbb{X} \) of the fraction that the intersection with \( \mathbb{X} \) represents in volume of the balls. Notice that, because \( \mathbb{X} \) has dimension \( k \), then \( 0 < c < 1 \); and that, because \( \mathbb{X} \) is convex, this proportion can only increase for a smaller radius. Let \( z \in \mathbb{X} \) and \( \|v\| \leq N^{1/k} \bar{u} \).
\[
\Pr \left(\|X - z\| \leq \frac{\|v\|}{N^{1/k}}\right) = \int_0^{\|v\| N^{-1/k}} r^{k-1} \int_{S_k} f(z + r\omega) \lambda_S(d\omega) dr
\]
\[
= \int_0^{\|v\| N^{-1/k}} r^{k-1} \int_{S_k} f(z + r\omega) \cdot \left\{ f(z + r\omega) > 0 \right\} \lambda_S(d\omega) dr
\]
\[
\geq \int_0^{\|v\| N^{-1/k}} r^{k-1} \int_{S_k} \left\{ f(z + r\omega) > 0 \right\} \lambda_S(d\omega) dr
\]
\[
\geq c \int_0^{\|v\| N^{-1/k}} r^{k-1} \int_{S_k} \lambda_S(d\omega) dr = c \frac{\|v\|^k}{N} \int \frac{\pi^{k/2}}{\Gamma(1 + k/2)}.
\]
Similarly,

$$\Pr \left( \|X - z\| \leq \frac{\|v\|}{N^{1/k}} \right) \leq \frac{\|v\|^{k}}{N} f \frac{2\pi^{k/2}}{\Gamma(1 + k/2)}.$$ 

Hence, using the fact that for positive $a$, $\log(a) \leq a - 1$ and thus for all $0 < b < N$ and $N > m$ we have $(1 - b/N)^{(N-m)} \leq \exp(-b(N-m)/N) \leq \exp(-b/(m+1))$. In addition,

$$N^{1-m} \left( \frac{N-1}{m-1} \right) \leq \frac{1}{(m-1)!}.$$ 

It follows that

$$f_{U_m}(v) \leq \tilde{f}_{U_m}(v) = \frac{f}{(m-1)!} \exp \left( -c \frac{\|v\|^{k}}{m+1} f \frac{2\pi^{k/2}}{\Gamma(1 + k/2)} \right) \left( \|v\|^{k} \frac{2\pi^{k/2}}{\Gamma(1 + k/2)} \right)^{m-1} = C_1 \|v\|^{k(m-1)} \exp \left( -C_2 \|v\|^{k} \right),$$

with $C_1$ and $C_2$ positive. This inequality holds trivially for $\|v\| > N^{1/k}a$. This establishes an exponential bound that does not depend on $N$ or $z$. Hence for all $N$ and $z$, $\int \|v\|^k \tilde{f}_{U_m}(v) dv$ is finite and thus all moments of $N^{1/k}U_m$ are uniformly bounded in $N$ and $z$.

**Proof of Theorem 1(ii):**

Let the unit-level matching discrepancy $U_{m,i} = X_i - X_{j_{m(i)}}$. Define the unit-level conditional bias from the $m$-th match as

$$B_{m,i} = W_i \left( \mu_0(X_i) - \mu_0(X_{j_{m(i)}}) \right) - (1 - W_i) \left( \mu_1(X_i) - \mu_1(X_{j_{m(i)}}) \right) = W_i \left( \mu_0(X_i) - \mu_0(X_i + U_{m,i}) \right) - (1 - W_i) \left( \mu_1(X_i) - \mu_1(X_i + U_{m,i}) \right).$$

By the Lipschitz assumption on $\mu_0$ and $\mu_1$, we obtain $|B_{m,i}| \leq C_1 \|U_{m,i}\|$, for some positive constant $C_1$.

The bias term is

$$B_{m}^{um} = \frac{1}{NM} \sum_{i=1}^{N} \sum_{m=1}^{M} B_{m,i}.$$ 

Using the Cauchy-Schwarz Inequality and Lemma 2:

$$E[N^{2/k}(B_{m}^{um})^2] \leq C_1 N^{2/k} E \left[ \frac{1}{N} \sum_{i=1}^{N} \|U_{M,i}\|^2 \right]$$

$$= C_1 N^{2/k-1} \left[ \frac{1}{N} \sum_{W_{i}=1}^{N} \sum_{W_{i}=1}^{N} E \left[ N^{2/k} \|U_{M,i}\|^2 \right] \right] W_1, \ldots, W_N, X_i$$

$$+ \frac{1}{N_{1}^{2k}} \sum_{W_{i}=1}^{N} E \left[ N^{2/k} \|U_{M,i}\|^2 \right] W_1, \ldots, W_N, X_i$$

$$\leq C_2 \left[ \left( \frac{N}{N_0} \right)^{2/k} N_{1}^{2/k} N_{0} + \left( \frac{N}{N_1} \right)^{2/k} N_{0}^{2/k} N \right],$$

for some positive constant, $C_2$. Using Chernoff’s Inequality, it can be seen that any moment of $N_{1}/N_0$ or $N/N_0$ is uniformly bounded in $N$ (with $N_w \geq M$ for $w = 0, 1$). The result of the theorem follows now from Markov’s Inequality. This proves part (i) of the theorem. We defer the proof of Theorem 1(ii) until after the proof of Theorem 2(ii), because the former will follow directly from the latter.

**Proof of Theorem 2:**

The proof of first part of theorem 2 is very similar to the proof of Theorem 1, and therefore is omitted. To prove the second part of Theorem 2, the following auxiliary lemma will be useful.
**Lemma A.2:** Let $X$ be distributed with density $f$ on some compact set of dimension $k$: $X \subset \mathbb{R}^k$. Let $Z$ be a compact set of dimension $k$ which is a subset of int $X$. Suppose that $f$ is bounded and bounded away from zero on $X$, $0 < f \leq f(x) \leq f < \infty$ for all $x \in X$. Suppose also that $f$ is differentiable in the interior of $X$ with bounded derivatives $X$, $\sup_{x \in \text{int } X} \|\partial f/\partial X\| < \infty$. Then $N^{2/k}\|E[U_m]\|$ is bounded by a constant uniformly over $z \in Z$ and $N > m$.

**Proof of Lemma A.2:** Fix $z \in Z$. From the proof of Lemma 1, we know that:

$$E[U_m] = N \left( \frac{N-1}{m-1} \right) \int u f(z + u) \left( 1 - \Pr \left( \|X - z\| \leq ||u|| \right) \right)^{N-m} \Pr \left( \|X - z\| \leq ||u|| \right)^{m-1} du$$

$$= N \left( \frac{N-1}{m-1} \right) \int_0^\infty r^{k-1} \left( \int_{S_k} r \omega f (z + r \omega) \lambda_{S_k}(d\omega) \right) \left( 1 - \Pr \left( \|X - z\| \leq r \right) \right)^{N-m} \Pr \left( \|X - z\| \leq r \right)^{m-1} dr.$$

Let $\hat{r}(z) = \sup \{r > 0 | z + r \omega \in X, \text{ for all } \omega \in S_k \}$. Given the conditions of the lemma, there exists $\hat{r}$ such that $\hat{r}(z) \geq \frac{r}{k} > 0$ for all $z \in Z$. Let

$$A_m = \int_0^{r(z)} \varphi(r) dr, \quad \text{and} \quad A_2 = \int_{r(z)}^\infty \varphi(r) dr,$$

where

$$\varphi(r) = N \left( \frac{N-1}{m-1} \right) r^{k-1} \left( \int_{S_k} r \omega f (z + r \omega) \lambda_{S_k}(d\omega) \right) \left( 1 - \Pr \left( \|X - z\| \leq r \right) \right)^{N-m} \Pr \left( \|X - z\| \leq r \right)^{m-1}.$$

Then,

$$E[U_m] = A_m + A_2.$$

Consider the change of variable $t = r N^{1/k}$, then:

$$A_m = \frac{1}{N^{1/k}} \int_0^{r(z) N^{1/k}} \left( \frac{N-1}{m-1} \right) t^{k} \left( \int_{S_k} \omega f \left( z + \frac{t}{N^{1/k}} \omega \right) \lambda_{S_k}(d\omega) \right) \left( 1 - \Pr \left( \|X - z\| \leq \frac{t}{N^{1/k}} \right) \right)^{N-m} \Pr \left( \|X - z\| \leq \frac{t}{N^{1/k}} \right)^{m-1} dt.$$

Let $\|\partial f/\partial X\| = \sup_{x \in \text{int } X} \|\partial f/\partial X(x)\|$. By the Mean Value Theorem, for $i \leq t \leq i \tilde{N}^{1/k}$

$$\left| f \left( z + \frac{t}{\tilde{N}^{1/k}} \omega \right) - f(z) \right| = \frac{t}{\tilde{N}^{1/k}} \left\| \omega \frac{\partial f}{\partial X} \left( z + i \tilde{N}^{-1/k} \omega \right) \right\| \leq \frac{t}{\tilde{N}^{1/k}} \left\| \frac{\partial f}{\partial X} \right\|.$$

As a result, for $t \leq i \tilde{N}^{1/k}$, we obtain:

$$\left\| \int_{S_k} \omega f \left( z + \frac{t}{\tilde{N}^{1/k}} \omega \right) \lambda_{S_k}(d\omega) \right\| = \left\| \int_{S_k} \omega \left( f \left( z + \frac{t}{\tilde{N}^{1/k}} \omega \right) - f(z) \right) \lambda_{S_k}(d\omega) \right\| \leq \frac{t}{\tilde{N}^{1/k}} \left\| \frac{\partial f}{\partial X} \right\| \int_{S_k} \lambda_{S_k}(d\omega).$$

Note also that for $t \leq i \tilde{N}^{1/k}$ we have:

$$\Pr \left( \|X - z\| \leq \frac{t}{\tilde{N}^{1/k}} \right) = \int_0^{t \tilde{N}^{-1/k}} s^{k-1} \left( \int_{S_k} f(z + s \omega) \lambda_{S_k}(d\omega) \right) ds$$

$$\geq \frac{1}{N} \int_0^{t \tilde{N}^{-1/k}} s^{k-1} ds \int_{S_k} \lambda_{S_k}(d\omega) = \frac{1}{N} \frac{t^k}{k} \int_{S_k} \lambda_{S_k}(d\omega).$$
Similarly:

\[ \Pr \left( \|X - z\| \leq \frac{t}{N^{1/k}} \right) \leq \frac{1}{N} \int_{S_k} \lambda_{S_k}(d\omega). \]

Therefore

\[
\|A_m^1\| \leq \frac{1}{N^{2/k}} \int_0^{\tilde{r}(z) N^{1/k}} N^{1-m} \left( N - 1 \right) t^{k+1} \left\| \frac{\partial f}{\partial X} \right\| \int_{S_k} \lambda_{S_k}(d\omega) \times \left( 1 - \frac{t}{N} \int_{S_k} \lambda_{S_k}(d\omega) \right)^N \left( \frac{t}{k} \int_{S_k} \lambda_{S_k}(d\omega) \right)^{m-1} dt.
\]

It is easy to see that:

\[
N^{1-m} \left( N - 1 \right) \leq \frac{1}{(m-1)!}.
\]

It is also easily seen that for \(0 < b < N\) and \(N > m\), \((1 - b/N)^{N-m} \leq \exp(-b/(m+1))\). Therefore, for \(z \in \mathbb{Z}\) and \(N > m\), we obtain:

\[
\|A_m^1\| < \frac{1}{N^{2/k}} \int_0^{\tilde{r}(z) N^{1/k}} \frac{1}{(m-1)!} t^{k+1} \left\| \frac{\partial f}{\partial X} \right\| \int_{S_k} \lambda_{S_k}(d\omega) \times \exp \left( -\frac{t}{(m+1)k} \int_{S_k} \lambda_{S_k}(d\omega) \right) \left( \frac{t}{k} \int_{S_k} \lambda_{S_k}(d\omega) \right)^{m-1} dt \leq C_1 \frac{1}{N^{2/k}},
\]

for some positive constant, \(C_1\).

For \(A_m^2\), notice that, for \(N \geq m\):

\[
\|A_m^2\| \leq \left( 1 - \Pr \left( \|X - z\| \leq \tilde{r}(z) \right) \right)^{N-m} N \left( \frac{N - 1}{m - 1} \right) \int_{\tilde{r}(z)}^{\infty} \left\| \int_{S_k} r \omega f(z + r \omega) \lambda_{S_k}(d\omega) \right\| \times \Pr \left( \|X - z\| \leq r \right)^{m-1} dr \times \left( m \int_0^{\infty} \left\| \int_{S_k} r \omega f(z + r \omega) \lambda_{S_k}(d\omega) \right\| \Pr \left( \|X - z\| \leq r \right)^{m-1} dr \right) \leq N^m \left( 1 - \Pr \left( \|X - z\| \leq \tilde{r}(z) \right) \right)^{N-m} \left( \frac{u}{m!} \right),
\]

where \(\tilde{u}\) is the diameter of \(Y\), that is, \(\tilde{u} = \sup_{x,y \in X} \|x - y\| < \infty\). The last inequality holds because the last term on the left hand side is equal to the expectation of \(\|U_m\|\) when \(N = m\) which is bounded by \(\tilde{u}\).

Consequently, we obtain:

\[ N^{2/k} \|A_m^2\| \leq (\tilde{u}/m!) N^{2/k+m} \left( 1 - \frac{\tilde{r}(z)^k}{k} \int_{S_k} \lambda_{S_k}(d\omega) \right)^{N-m} \rightarrow 0, \forall z \in \mathbb{Z}. \]

To simplify notation, let \(b = \frac{1}{k} \int_{S_k} \lambda_{S_k}(d\omega)/k\). Then:

\[ N^{2/k} \|A_m^2\| \leq (u/m!) N^{2/k+m} \left( 1 - b \tilde{r}(z)^k \right)^{N-m} \leq (u/m!) N^{2/k+m} \left( 1 - b \tilde{r}^k \right)^{N-m}, \]

where \(0 < b \tilde{r}^k < 1\). The right hand side of last equation is maximal at:

\[ N = - \frac{(2/k + m)}{\ln(1 - b \tilde{r}^k)}. \]
Applying a second order Taylor expansion, we obtain:

\[ N^{2/k} \| A_m^2 \| < (u/m)! \frac{(2/k + m)^{2/k + m}}{(-\ln (1 - b r_k))^2} \left( 1 - b r_k \right)^{-m} \]

\[ = (2/k + m)^{2/k + m} (u/m!) e^{-(2/k + m)} \frac{(1 - b r_k)^{-m}}{(-\ln (1 - b r_k))^{2/k + m}} \]

Therefore, because the trace is a linear operator:

\[ N^{2/k} \| E[U_m] \| < C_1 + C_2 < \infty, \]

for all \( N > m \) and \( z \in \mathbb{Z} \).

The proof of the second part of Theorem 2 is as follows.

Applying a second order Taylor expansion, we obtain:

\[ \mu_0(X_{j_m(i)}) - \mu_0(X_i) = \frac{\partial \mu_0}{\partial x_i}(X_i) U_{m,i} + \frac{1}{2} \tr \left( \frac{\partial^2 \mu_0}{\partial x^2}(X_i) U_{m,i} U_{m,i}' \right) + O \left( \|U_{m,i}\|^3 \right). \]

Therefore, because the trace is a linear operator:

\[ \mathbb{E} \left[ \mu_0(X_{j_m(i)}) - \mu_0(X_i) \big| X_i = z, W_i = 1 \right] = \frac{\partial \mu_0}{\partial x_i}(z) \mathbb{E}[U_{m,i} \big| X_i = z, W_i = 1] + \frac{1}{2} \tr \left( \frac{\partial^2 \mu_0}{\partial x^2}(z) \mathbb{E}[U_{m,i} U_{m,i}' \big| X_i = z, W_i = 1] \right) + O \left( \|U_{m,i}\|^3 \big| X_i = z, W_i = 1 \right). \]

Lemma 2 implies that the norm of \( N^{2/k} \mathbb{E}[U_{m,i} U_{m,i}'] \big| X_i = z, W_i = 1 \) and \( N^{2/k} \mathbb{E}[\|U_{m,i}\|^3] \big| X_i = z, W_i = 1 \) are uniformly bounded over \( z \in \mathcal{X}_1 \) and \( \mathcal{N}_0 \). Lemma A.2 implies the same result for \( \mathbb{E}[U_{m,i} | X_i = z, W_i = 1] \). As a result, \( \|N^{2/k} \mathbb{E}[\mu_0(X_{j_m(i)}) - \mu_0(X_i) | X_i = z, W_i = 1] \| \) is uniformly bounded over \( z \in \mathcal{X}_1 \) and \( \mathcal{N}_0 \). Applying Lebesgue’s Dominated Convergence Theorem along with Lemma 1, we obtain:

\[ N^{2/k} \mathbb{E} \left[ \mu_0(X_{j_m(i)}) - \mu_0(X_i) \big| W_i = 1 \right] = \Gamma \left( \frac{mk + 2}{k} \right) \frac{1}{(m - 1)!k} \]

\[ \int \left( f_0(x) \right)^{\pi k/2 \Gamma(1 + k/2)} f_0(x) \frac{\partial f_0}{\partial x}(x) \frac{\partial \mu_0}{\partial x}(x) + \frac{1}{2} \tr \left( \frac{\partial^2 \mu_0}{\partial x^2}(x) \right) f_1(x) \ dx + o(1). \]

Now, the result follows easily from the conditions of the theorem.

\[ \square \]

**Proof of Theorem 1(ii):**

Consider the special case where \( \mu_1(x) \) is flat over \( \mathcal{X} \) and \( \mu_0(x) \) is flat in a neighborhood of the boundary, \( \mathcal{B} \). Then, matching the control units does not create bias. Matching the treated units creates a bias that is similar to the formula in Theorem 2(ii), but with \( r = 1, \theta = p/(1 - p) \), and the integral taken over \( \mathcal{X} \cap \mathcal{B}^c \).

\[ \square \]

**Proof of Lemma 3:** Define \( f = \inf_{x,w} f_w(x) \) and \( \bar{f} = \sup_{x,w} f_w(x) \), with \( f > 0 \) and \( \bar{f} \) finite. Let \( \bar{u} = \sup_{x,y \in \mathcal{X}} \|x - y\| \). Consider all the balls \( B(x, u) \) with centers \( x \in \mathcal{X} \) and radius \( \bar{u} \). Let \( c(u) (0 < c(u) < 1) \)
be the infimum over $x \in X$ of the proportion that the intersection with $X$ represents in volume of the balls. Note that, because $X$ is convex, this proportion nonincreasing in $u$, so let $c = c(\bar{u})$, and $c(u) \geq c$ for $u \leq \bar{u}$.

The proof consists of three parts. First we derive an exponential bound for the probability that the distance to a match, $\|X_m - X_i\|$ exceeds some value. Second, we use this to obtain an exponential bound on the volume of the catchment area, $A_M(i)$, defined as the subset of $X$ such that $i$ is matched to each observation, $j$, with $W_j = 1 - W_i$ and $X_j \in A_M(i)$. That is, if $W_j = 1 - W_i$ and $X_j \in A_M(i)$, then $i \in J_M(j)$.

\[ A_M(i) = \left\{ x \mid \sum_{i \mid W_i = W} 1\{\|X_i - x\| \leq \|X_i - x\|\} \leq M \right\}. \]

Third, we use the exponential bound on the volume of the catchment area to derive an exponential bound on the probability of a large $K_M(i)$, which will be used to bound the moments of $K_M(i)$.

For the first part we bound the probability of the distance to a match. Let $x \in X$ and $u < N_{1-W_i}^{-1/k} \bar{u}$. Then,

\[
\Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, W_j = 1 - W_i, X_i = x \right. \right) = 1 - \int_0^{a N_{1-W_i}^{-1/k}} \pi^{k-1} \int_{S_k} f_{1-W}(x + r\omega) \lambda \left( d\omega \right) dr \leq 1 - c f \int_0^{a N_{1-W_i}^{-1/k}} r^{k-1} \int_{S_k} \lambda \left( d\omega \right) dr = 1 - c f u^{k} N_{1-W_i}^{-1/k} \pi^{k/2} / \Gamma (1 + k/2).
\]

Similarly

\[
\Pr \left( \|X_j - X_i\| \leq u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, W_j = 1 - W_i, X_i = x \right. \right) \leq f u^{k} N_{1-W_i}^{-1/k} \pi^{k/2} / \Gamma (1 + k/2).
\]

Notice also that

\[
\Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, X_i = x, j \in J_M(i) \right. \right.
\]

\[
\leq \Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, X_i = x, j \in J_M(i) \right. \right.
\]

\[
= \sum_{m=0}^{M-1} \binom{N_{1-W_i}}{m} \Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, W_j = 1 - W_i, X_i = x \right. \right) N_{1-W_i}^{-m}
\]

\[
\times \Pr \left( \|X_j - X_i\| \leq u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, W_j = 1 - W_i, X_i = x \right. \right)^m.
\]

In addition,

\[
\begin{align*}
\binom{N_{1-W_i}}{m} \Pr \left( \|X_j - X_i\| \leq u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, W_j = 1 - W_i, X_i = x \right. \right)^m & \leq \frac{1}{m!} \left( u^{k} f \frac{\pi^{k/2}}{\Gamma (1 + k/2)} \right)^m .
\end{align*}
\]

Therefore,

\[
\Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \left| W_1, \ldots, W_N, X_i = x, j \in J_M(i) \right. \right.
\]

\[
\leq \sum_{m=0}^{M-1} \frac{1}{m!} \left( u^{k} f \frac{\pi^{k/2}}{\Gamma (1 + k/2)} \right)^m \left( 1 - u^{k} c f \frac{\pi^{k/2}}{\Gamma (1 + k/2)} \right) \frac{1}{N_{1-W_i}^{-m}} \left( N_{1-W_i}^{-1} \right)^{N_{1-W_i}^{-m}} .
\]
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Then, for some constant $C_1 > 0$,
\[
\Pr \left( \|X_j - X_i\| > u \cdot N_{1-W_i}^{-1/k} \mid W_1, \ldots, W_N, X_i = x, j \in J_M(i) \right)
\leq C_1 \max \{1, u^{k(M-1)}\} \sum_{m=0}^{M-1} \left( 1 - u^k c_f \frac{\pi^{k/2}}{\Gamma(1 + k/2)} \cdot \frac{1}{N_{1-W_i}} \right)^{N_{1-W_i} - m}
\leq C_1 M \max \{1, u^{k(M-1)}\} \exp \left( - \frac{u^k}{(M+1)c_f} \cdot \frac{\pi^{k/2}}{\Gamma(1 + k/2)} \right).
\]

Notice that this bound also holds for $u \geq N_{1-W_i}^{1/k}$, because in that case the probability that $\|X_{j_m(i)} - X_i\| > u \cdot N_{1-W_i}^{-1/k}$ is zero.

Next, we consider for unit $i$, the volume $B_M(i)$ of the catchment area $A_M(i)$, defined as:
\[
B_M(i) = \int_{A_M(i)} dx.
\]
Conditional on $W_1, \ldots, W_N$, $i \in J_M(j)$, $X_i = x$, and $A_M(i)$, the distribution of $X_j$ is proportional to $f_{1-W_i}(x) \cdot 1\{x \in A_M(i)\}$. Notice that a ball with radius $(b/2)^{1/k}/(\pi^{k/2}/\Gamma(1 + k/2))^{1/k}$ has volume $b/2$. Therefore for $X_i$ in $A_M(i)$ and $B_M(i) \geq b$, we obtain
\[
\Pr \left( \|X_j - X_i\| > \frac{(b/2)^{1/k}}{\left(\pi^{k/2}/\Gamma(1 + k/2)\right)^{1/k}} \mid W_1, \ldots, W_N, X_i = x, A_M(i), i \in J_M(j) \right) \geq \frac{f}{2f}.
\]

The last inequality does not depend on $A_M(i)$ (given $B_M(i) \geq b$). Therefore,
\[
\Pr \left( \|X_j - X_i\| > \frac{(b/2)^{1/k}}{\left(\pi^{k/2}/\Gamma(1 + k/2)\right)^{1/k}} \mid W_1, \ldots, W_N, X_i = x, i \in J_M(j), B_M(i) \geq b \right) \geq \frac{f}{2f}.
\]

As a result, if
\[
\Pr \left( \|X_j - X_i\| > \frac{(b/2)^{1/k}}{\left(\pi^{k/2}/\Gamma(1 + k/2)\right)^{1/k}} \mid W_1, \ldots, W_N, X_i = x, i \in J_M(j) \right) \leq \delta \frac{f}{2f}, \quad (A.2)
\]
then it must be the case that $\Pr(B_M(i) \geq b \mid W_1, \ldots, W_N, X_i = x, i \in J_M(j)) \leq \delta$. In fact, the inequality in equation (A.2) has been established above for
\[
b = \frac{2u^k}{N_{W_i}} \cdot \frac{\pi^{k/2}}{\Gamma(1 + k/2)} \quad \text{and} \quad \delta = \frac{2f}{f} C_1 M \max \{1, u^{k(M-1)}\} \exp \left( - \frac{u^k}{(M+1)c_f} \cdot \frac{\pi^{k/2}}{\Gamma(1 + k/2)} \right).
\]

Let $t = 2u^k \pi^{k/2}/\Gamma(1 + k/2)$, then
\[
\Pr(N_{W_i} B_M(i) \geq t \mid W_1, \ldots, W_N, X_i = x, i \in J_M(j)) \leq C_2 \max \{1, C_3 \sqrt{M-1}\} \exp(-C_4 t),
\]
for some positive constants, $C_2$, $C_3$, and $C_4$. This establishes an uniform exponential bound, so all the moments of $N_{W_i} B_M(i)$ exist conditional on $W_1, \ldots, W_N, X_i = x, i \in J_M(j)$ (uniformly in $N$).

For the third part of the proof, consider the distribution of $K_M(i)$, the number of times unit $i$ is used as a match. Let $P_M(i)$ be the probability that an observation with the opposite treatment is matched to observation $i$:
\[
P_M(i) = \int_{A_M(i)} f_{1-W_i}(x) dx \leq f B_M(i).
\]

Note that for $n \geq 0$,
\[
\mathbb{E}[(N_{W_i} P_M(i))^n \mid X_i = x, W_i, \ldots, W_N] \leq \mathbb{E}[(N_{W_i} P_M(i))^n \mid X_i = x, W_1, \ldots, W_N] \leq f^n \mathbb{E}[(N_{W_i} B_M(i))^n \mid X_i = x, W_1, \ldots, W_N, i \in J_M(j)].
\]
As a result, \( \mathbb{E}[(N_i, P_M(i))^n | X_i = x, W_i, \ldots, W_N] \) is uniformly bounded. Conditional on \( P_M(i) \), and on \( X_i = x, W_i, \ldots, W_N \), the distribution of \( K_M(i) \) is binomial with parameters \( N_i - W_i \) and \( P_M(i) \).

Therefore, conditional on \( P_M(i) \), and \( X_i = x, W_i, \ldots, W_N \), the \( q \)-th moment of \( K_M(i) \) is

\[
\mathbb{E}[K_M^q(i)|P_M(i) = s, X_i = x, W_i, \ldots, W_N] = \sum_{n=0}^{\infty} \frac{S(q, n)(N_i - W_i)^n}{(N_i - W_i)^n} \leq \sum_{n=0}^{\infty} S(q, n)(N_i - W_i, P_M(i))^n,
\]

where \( S(q, n) \) are Stirling numbers of the second kind and \( q \geq 1 \) (see, e.g., Johnson, Kotz and Kemp, 1992). Then, because \( S(q, 0) = 0 \) for \( q \geq 1 \),

\[
\mathbb{E}[K_M^q(i)|X_i = x, W_i, \ldots, W_N] \leq C \sum_{n=1}^{\infty} S(q, n) \left( \frac{N_i - W_i}{N_i} \right)^n,
\]

for some positive constant, \( C \). Using Chernoff’s bound for binomial tails, it can be easily seen that \( \mathbb{E}[(N_i - W_i, P_M(i))^n | X_i = x, W_i] = \mathbb{E}[(N_i - W_i, P_M(i))^n | W_i] \) is uniformly bounded in \( N \), for all \( n \geq 1 \), so the result of the first part of the lemma follows.

Next, consider part (ii) of Lemma 3. Because the variance \( \sigma^2(x, w) \) is Lipschitz on a bounded set, it is therefore bounded by some constant, \( \sigma^2 = \sup_{x, w} \sigma^2(x, w) \). As a result, \( \mathbb{E}[(1 + K_M/M)^2 \sigma^2(x, w)] \) is bounded by \( \sigma^2 \mathbb{E}[(1 + K_M/M)^2] \), which is uniformly bounded in \( N \) by the result in the first part of the lemma. Hence \( \mathbb{E}[V^E] = O(1) \).

Next, consider part (iii) of Lemma 3. Using the same argument as for \( \mathbb{E}[K_M^q(i)] \), we obtain

\[
\mathbb{E}[K_M^q(i)|W_i = 0] = \sum_{n=1}^{\infty} S(q, n) \left( \frac{N_i - W_i}{N_i} \right)^n \mathbb{E}[(N_i P_M(i))^n | W_i = 0].
\]

Therefore,

\[
\left( \frac{N_i}{N_1} \right) \mathbb{E}[K_M^q(i)|W_i = 0] \leq \sum_{n=1}^{\infty} S(q, n) \left( \frac{N_i - W_i}{N_i} \right)^n \mathbb{E}[(N_i P_M(i))^n | W_i = 0],
\]

which is uniformly bounded because \( r \geq 1 \).

For part (iv) notice that

\[
\mathbb{E}[V^{E, t}] = \mathbb{E} \left[ \frac{1}{N_1} \sum_{i=1}^{N} W_i \sigma^2(X_i, W_i) \right] + \mathbb{E} \left[ \frac{1}{N_1} \sum_{i=1}^{N} (1 - W_i) \left( \frac{K_M(i)}{M} \right)^2 \sigma^2(X_i, W_i) \right]
\]

\[
= \mathbb{E} \left[ \sigma^2(X_i, W_i) | W_i = 1 \right] + \left( \frac{N_0}{N_1} \right) \mathbb{E} \left[ \left( \frac{K_M(i)}{M} \right)^2 \sigma^2(X_i, W_i) | W_i = 0 \right].
\]

Therefore, \( \mathbb{E}[V^{E, t}] \) is uniformly bounded.

**Proof of Theorem 3:**

We only prove the first part of the theorem. The second part follows the same argument. We can write \( \hat{\tau}_M^m - \tau = (\hat{\tau}(X) - \tau) + E^{\tau} + B^{\tau} \). We consider each of the three terms separately. First, by assumptions 1 and 4(i), \( \mu_w(x) \) is bounded over \( x \in \mathbb{K} \) and \( w = 0, 1 \). Hence \( \mu_1(X) - \mu_0(X) - \tau \) has mean zero and finite variance. Therefore, by a standard law of large numbers \( \tau(X) \to 0 \). Second, by Theorem 1, \( B^{\tau} = O_p(N^{-1/k}) = o_p(1) \). Finally, because \( \mathbb{E} \epsilon_i | X, W] = 0, \mathbb{E} \epsilon_i^2 | X, W] \leq \sigma^2 \) and \( \mathbb{E} \epsilon_i | \epsilon_j ] X, W] = 0 (i \neq j) \), we obtain

\[
\mathbb{E} \left[ \left( \frac{1}{N} E^{\epsilon^2} \right)^2 \right] = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \left( 1 + \frac{K_M(i)}{M} \right)^2 \epsilon_i^2 \right] = \mathbb{E} \left[ \left( 1 + \frac{K_M(i)}{M} \right)^2 \sigma^2(X_i, W_i) \right] = O(1),
\]
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where the last equality comes from Lemma 3. By Markov’s inequality $E_{M}^{sm} = O_{p}(N^{-1/2}) = o_{p}(1)$.

**Proof of Theorem 4:**
We only prove the first assertion in the theorem as the second follows the same argument. We can write
\[\sqrt{N}(\hat{\tau}_{M}^{sm} - B_{M}^{sm} - \tau) = \sqrt{N}(\tau(X) - \tau) + \sqrt{N}E_{M}^{sm}.\]
First, consider the contribution of $\sqrt{N}(\tau(X) - \tau)$. By a standard central limit theorem
\[\sqrt{N}(\tau(X) - \tau) \xrightarrow{d} N(0, \sqrt{\tau(X)}).\] (A.3)
Second, consider the contribution of $\sqrt{N}E_{M}^{sm} / \sqrt{V_{E}} = \sum_{i=1}^{N} E_{M,i}^{sm} / \sqrt{NVE}$. Conditional on $W$ and $X$ the unit-level terms $E_{M,i}^{sm}$ are independent with zero means and non-identical distributions. The conditional variance of $E_{M,i}^{sm}$ is $(1 + K_{M}(i)/M)^{2} \cdot \sigma^{2}(X_{i}, W_{i})$. We will use a Lindeberg-Feller central limit theorem for $\sqrt{N}E_{M}^{sm} / \sqrt{V_{E}}$. For a given $X, W$, the Lindeberg-Feller condition requires that
\[
\frac{1}{N \cdot \sqrt{VE}} \sum_{i=1}^{N} E\left[ (E_{M,i}^{sm})^{2} \left| E_{M,i}^{sm} \geq \eta_{LF} \sqrt{N \cdot VE} \right| X, W \right] \to 0,
\] (A.4)
for all $\eta_{LF} > 0$. To prove that (A.4) condition holds, notice that by Hölder’s and Markov’s inequalities we have
\[
E\left[ (E_{M,i}^{sm})^{2} \left| E_{M,i}^{sm} \geq \eta_{LF} \sqrt{N \cdot VE} \right| X, W \right] \\
\leq \left( E\left[ (E_{M,i}^{sm})^{4} | X, W \right] \right)^{1/2} \left( E\left[ \left| E_{M,i}^{sm} \geq \eta_{LF} \sqrt{N \cdot VE} \right| X, W \right] \right)^{1/2} \\
\leq \left( E\left[ (E_{M,i}^{sm})^{4} | X, W \right] \right)^{1/2} \left( Pr\left( E_{M,i}^{sm} \geq \eta_{LF} \sqrt{NVE} | X, W \right) \right) \\
\leq \left( E\left[ (E_{M,i}^{sm})^{4} | X, W \right] \right)^{1/2} \frac{\eta_{LF}^{4} N \cdot VE}{E\left[ \left| E_{M,i}^{sm} \geq \eta_{LF} \sqrt{N \cdot VE} \right| X, W \right]}.
\]
Let $\bar{s} = \sup_{w,x} \sigma^{2}_{w}(x) < \infty$, $\underline{s} = \inf_{w,x} \sigma^{2}(x, w) > 0$, and $\bar{K} = \sup_{w,x} E\left[ \varepsilon_{i}^{2} | X_{i} = x, W_{i} = w \right] < \infty$. Notice that $V_{E} \geq \underline{s}$. Therefore,
\[
\frac{1}{N \cdot \sqrt{VE}} \sum_{i=1}^{N} E\left[ (E_{M,i}^{sm})^{2} \left| E_{M,i}^{sm} \geq \eta_{LF} \sqrt{N \cdot VE} \right| X, W \right] \\
\leq \frac{1}{N \cdot \sqrt{VE}} \sum_{i=1}^{N} \left( 1 + K_{M}(i)/M \right)^{4} E\left[ \varepsilon_{i}^{4} | X, W \right]^{1/2} \cdot \frac{1 + K_{M}(i)/M \cdot \sigma^{2}(X_{i}, W_{i})}{\eta_{LF}^{4} \cdot N \cdot VE} \\
\leq \frac{\bar{s}K^{1/2}}{\eta_{LF}^{2}} \frac{1}{N} \sum_{i=1}^{N} \left( 1 + K_{M}(i)/M \right)^{4}.
\]
Because $E\left[ (1 + K_{M}(i)/M)^{4} \right]$ is uniformly bounded, by Markov’s Inequality, the last term in parentheses is bounded in probability. Hence, the Lindeberg-Feller condition is satisfied for almost all $X$ and $W$. As a result,
\[
N^{1/2} \sum_{i=1}^{N} E_{M,i}^{sm} \left( \sum_{i=1}^{N} \left( 1 + K_{M}(i)/M \right)^{2} \sigma^{2}(X_{i}, W_{i}) \right)^{1/2} = \frac{N^{1/2} \cdot E_{M}^{sm} \sqrt{VE}}{\sqrt{VE}} \xrightarrow{d} N(0, 1).
\]
Finally, $\sqrt{N}E_{M}^{sm} / \sqrt{VE}$ and $\sqrt{N}(\tau(X) - \tau)$ are asymptotically independent (the central limit theorem for $\sqrt{N}E_{M}^{sm} / \sqrt{VE}$ holds conditional on $X$ and $W$). Thus, the fact that both converge to standard normal distributions, boundedness of $V_{E}$ and $\sqrt{\tau(X)}$, and boundedness away from zero of $V_{E}$ imply that $(V_{E} + V_{\tau(X)})^{-1/2} (\hat{\tau}_{M}^{sm} - B_{M}^{sm} - \tau)$ converges to a standard normal distribution. \(\square\)
Proof of Theorem 5:
The proof of Theorem 5 is long but mechanical, so we omit it here. In this proof, we use Lemma A.1 to characterize the asymptotic behavior of the probability of the events \( \{ j \in J_M(1) \} \) and \( \{ j \in J_M(1) \cup j \in J_M(2) \} \) conditional on \( X_j = x_j \) and \( W_1 = W_2 = 1 - W_j \). These results allow us to establish the asymptotic behavior of \( E[K_M(i)|W_i = w, X_i = x] \) and \( E[K_M(i)^2|W_i = w, X_i = x] \), which in turn, allows us to establish the limit of \( N\widetilde{V}^m \). The derivation of the asymptotic expansion of the conditional probability of \( \{ j \in J_M(1) \cup j \in J_M(2) \} \) depends crucially on \( k = 1 \). To see why, assume, without loss of generality, that \( X_2 \leq X_1 \). Then, the restriction that \( k = 1 \) allows us to study the asymptotic behavior of the conditional probability of \( \{ j \in J_M(1) \cup j \in J_M(2) \} \) under three exhaustive cases: \( X_j \leq X_2 \leq X_1, X_2 \leq X_j \leq X_1, \) and \( X_2 \leq X_1 \leq X_j \). The entire proof is available on the web pages of the authors.

Before proving Theorems 6 and 7 we give one preliminary result.

Lemma A.3: Let \( q \geq 0 \). Under assumptions 1-4:

\[
\frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \left( \sigma^2_W(X_i) - \sigma^2_W(X_i) \right) = o_p(1).
\]

Let \( q \geq 1 \). Under assumptions 1, 2', 3', and 4:

\[
\frac{1}{N^q} \sum_{i=1}^{N} (1 - W_i) K_M(i)^q \left( \sigma^2_W(X_i) - \sigma^2_W(X_i) \right) = o_p(1).
\]

Proof: Take \( N_1 \) as given. Notice that \( N_1^{1/k} \| X_i - X_{l,(i)} \| \) is identically distributed for all \( i \) with \( W_i = 1 \). By Lemma 2, all the moments of \( N_1^{1/k} \| X_i - X_{l,(i)} \| \) are uniformly bounded in \( N_1 \) for all \( i \) with \( W_i = 1 \). Applying Bonferroni’s and Markov’s inequalities, we obtain

\[
N_1^{-\xi} \max_{W_i = 1} N_1^{1/k} \| X_i - X_{l,(i)} \| = o_p(1),
\]

as \( N_1 \to \infty \), for all \( \xi > 0 \). In particular, making \( \xi = 1/k \), we obtain

\[
\max_{W_i = 1} \| X_i - X_{l,(i)} \| = o_p(1), \quad (A.5)
\]

as \( N_1 \to \infty \). Because \( N_1 \to \infty \) almost surely, and because conditional probabilities are bounded, Lebesgue’s Dominated Convergence Theorem implies that the result in equation (A.5) holds also as \( N \to \infty \), without conditioning on \( N_1 \). The analogous result holds for \( W_i = 0 \). Therefore,

\[
\max_{j=1, L(k)} \| X_i - X_{l,(i)} \| = \max_{w=0, L(k)} \left\{ \max_{W_i = w} \| X_i - X_{l,(i)} \| \right\} = o_p(1). \quad (A.6)
\]

In addition, it can be seen that the maximum of number of times that an observation is used as a match within its own treatment group is bounded by \( J \cdot L(k) \), where \( L(k) \leq \infty \) is the “kissing number” in \( k \) dimensions. (See Lemma 3.2.1 in Miller et al. 1997. \( L(k) \) is defined as the maximum number of non-overlapping unit balls in \( \mathbb{R}^k \) that can be arranged to overlap with a unit ball.)

Notice that

\[
\sigma^2_W(X_i) = \frac{J}{J+1} \left( Y_i - \frac{1}{J} \sum_{j=1}^{J} Y_{l,(i)} \right)^2
\]

\[
= \frac{J}{J+1} \left( Y_i - \frac{1}{J} \sum_{j=1}^{J} Y_{l,(i)} + \frac{1}{J} \sum_{j=1}^{J} \left( \mu_W(X_i) - \mu_W(X_{l,(i)}) \right) \right)^2.
\]
Therefore,

\[
E[\hat{\sigma}^2_{W_i}(X_i) | \mathbf{X}, \mathbf{W}] = \frac{J}{J+1} \left[ \sigma^2_{W_i}(X_i) + \frac{1}{J} \sum_{j=1}^{J} \sigma^2_{W_i}(X_{j(i)}) + \left( \frac{1}{J} \sum_{j=1}^{J} (\mu_{W_i}(X_i) - \mu_{W_i}(X_{j(i)})) \right)^2 \right]
\]

\[
= \frac{J}{J+1} \left[ \frac{J+1}{J} \sigma^2_{W_i}(X_i) + \frac{1}{J} \sum_{j=1}^{J} \left( \sigma^2_{W_i}(X_{j(i)}) - \sigma^2_{W_i}(X_i) \right) + \left( \frac{1}{J} \sum_{j=1}^{J} (\mu_{W_i}(X_i) - \mu_{W_i}(X_{j(i)})) \right)^2 \right].
\]

Using the Lipschitz conditions on $\mu_w(x)$ and $\sigma^2_w(x)$ (Assumption 4(i)), and the result in equation (A.6), we obtain:

\[
\max_{i=1,...,N} \left| E[\hat{\sigma}^2_{W_i}(X_i) | \mathbf{X}, \mathbf{W}] - \sigma^2_{W_i}(X_i) \right| = o_p(1).
\]  \tag{A.7}

Therefore,

\[
\frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \left( E[\hat{\sigma}^2_{W_i}(X_i) | \mathbf{X}, \mathbf{W}] - \sigma^2_{W_i}(X_i) \right) = o_p(1).
\]  \tag{A.8}

To obtain the first result of the lemma, it is left to be proven that

\[
\frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \left( E[\hat{\sigma}^2_{W_i}(X_i) | \mathbf{X}, \mathbf{W}] - \hat{\sigma}^2_{W_i}(X_i) \right) = o_p(1).
\]  \tag{A.9}

Notice first that:

\[
\left( \frac{J+1}{J} \right) \frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \left( \sigma^2_{W_i}(X_i) - E[\sigma^2_{W_i}(X_i) | \mathbf{X}, \mathbf{W}] \right) = \frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \left( \sigma^2_{W_i}(X_i) - \sigma^2_{W_i}(X_i) \right)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} K_M(i)^q \frac{1}{J} \sum_{j=1}^{J} \left( \sigma^2_{W_i}(X_{j(i)}) - \sigma^2_{W_i}(X_{j(i)}) \right) + \frac{2}{J^2 N} \sum_{i=1}^{N} K_M(i)^q \sum_{j=1}^{J} \sum_{h>j} \sigma_{l_{j(i)}, l_{h(i)}}
\]

\[
- \frac{2}{J N} \sum_{i=1}^{N} K_M(i)^q \sum_{j=1}^{J} \sum_{h>j} \sigma_{l_{j(i)}, l_{h(i)}} + \frac{2}{J^2 N} \sum_{i=1}^{N} K_M(i)^q \sum_{j=1}^{J} \sum_{h>j} \left( \mu_{W_i}(X_i) - \mu_{W_i}(X_{j(i)}) \right)
\]

\[
- \frac{2}{J^2 N} \sum_{i=1}^{N} K_M(i)^q \sum_{j=1}^{J} \sum_{h>j} \left( \mu_{W_i}(X_i) - \mu_{W_i}(X_{j(i)}) \right). \tag{A.10}
\]

The expectations, conditional on $\mathbf{X}$ and $\mathbf{W}$, of each term on the right hand side of last equation is equal to zero, so the unconditional expectations are also zero. Applying Bonferroni’s Inequality, it is easy to show that for any $\xi > 0$, $E[N^{-\xi} \max_{i=1,...,N} K_M(i)^q]$ is uniformly bounded. Using this result, along with finiteness of $L(k)$, it can be shown that the variances of all the terms on the right hand side of equation (A.10) are $o(1)$. (This last part of the proof is largely technical and therefore omitted here. It is available on the websites of the authors.)

The proof of the second part of the Lemma follows the same pattern and is omitted here.

**Proof of Theorem 6:** It follows directly from Lemma A.3.
Proof of Theorem 7:

For part (i), notice that

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \hat{\tau}_m \right)^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \tau \right)^2 - (\hat{\tau}_m - \tau)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \tau \right)^2 + o_p(1).
\]

(A.11)

In addition,

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \tau \right)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( (2W_i - 1) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right) - \tau \right)^2 + \frac{1}{N} \sum_{i=1}^{N} \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right)^2
\]

\[
+ \frac{2}{N} \sum_{i=1}^{N} \left( (2W_i - 1) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right) - \tau \right) (2W_i - 1) \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right).
\]

(A.12)

Because the sample maximum of the norms of the matching discrepancies, \(|X_i - X_{jm(i)}|\), is \(o_p(1)\), and the regression functions, \(\mu_{W_i}\), are Lipschitz, we obtain

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{1-W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right)^2 = o_p(1).
\]

(A.13)

Consider the first term on the right hand side of equation (A.12):

\[
\frac{1}{N} \sum_{i=1}^{N} \left( (2W_i - 1) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right) - \tau \right)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( (\mu_1(X_i) - \mu_0(X_i) - \tau) + (2W_i - 1) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{1-W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right) \right)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} (\mu_1(X_i) - \mu_0(X_i) - \tau)^2 + \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{1-W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right)^2
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} (\mu_1(X_i) - \mu_0(X_i) - \tau)(2W_i - 1) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{1-W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) \right)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} (\mu_1(X_i) - \mu_0(X_i) - \tau)^2 + o_p(1),
\]

(A.14)

by Hölder’s Inequality and equation (A.13). Next, consider the second term on the right hand side of equation (A.12):

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( \varepsilon_i^2 + \left( \sum_{m=1}^{M} \varepsilon_{jm(i)}^2 + 2 \sum_{m=1}^{M} \varepsilon_{jm(i)} \varepsilon_{jm(i)} \right) - \frac{2}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)}^2 \right).
\]
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Therefore,

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right)^2 - \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \sigma^2(X_i, W_i) = \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \left( \varepsilon_i^2 - \sigma^2(X_i, W_i) \right) + \frac{1}{N} \sum_{i=1}^{N} \frac{2}{M^2} \left( \sum_{m=1}^{M} \sum_{n>m} \varepsilon_{jm(i)} \varepsilon_{jn(i)} \right) - \frac{1}{N} \sum_{i=1}^{N} \frac{2}{M^2} \varepsilon_i \varepsilon_{jm(i)}. \tag{A.15}
\]

The expectations conditional on \(X\) and \(W\) of each of the three terms on the right hand side of last expression are zero, so the unconditional expectations are also zero. Because the fourth conditional moments of \(\varepsilon_i\) are uniformly bounded, we obtain:

\[
E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \left( \varepsilon_i^2 - \sigma^2(X_i, W_i) \right) \right)^2 \right] = \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right)^2 \left( \varepsilon_i^2 - \sigma^2(X_i, W_i) \right)^2 \right] = o(1).
\]

The variance of the second term divided by 4/M^4 is

\[
E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{n>m} \varepsilon_{jm(i)} \varepsilon_{jn(i)} \right)^2 \right] = \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{m=1}^{M} \sum_{n>m} \varepsilon_{jm(i)} \varepsilon_{jn(i)} \right)^2 \right] + \frac{2}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{n>m} \varepsilon_{jm(i)} \varepsilon_{jn(i)} \right] \left( \sum_{m=1}^{M} \sum_{n>m} \varepsilon_{jm(j)} \varepsilon_{jn(j)} \right) \leq \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} (M-1)M \sigma^4 \right] + \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} (M-1)K_M(i)(K_M(i) - 1) \sigma^4 \right] = o(1).
\]

(Last inequality holds because there are \(K_M(i)(K_M(i) - 1)\)/2 combinations of two different sets of matches, \(J_M(i_1)\) and \(J_M(i_2)\) with \(1 \leq i_1 < i_2 \leq N\), with observation \(i\) in both sets. Moreover, for each of these combinations, there are at most \(M-1\) terms of the form \(\varepsilon_{jm_1(i_1)} \varepsilon_{jm_1(i_1)} \varepsilon_{jm_2(i_2)} \varepsilon_{jm_2(i_2)}\), containing \(\varepsilon_i^2\) and with non-zero expectations.)

The variance of the third term divided by 4/M^2 is

\[
E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{m=1}^{M} \varepsilon_i \varepsilon_{jm(i)} \right)^2 \right] = \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{m=1}^{M} \varepsilon_i \varepsilon_{jm(i)} \right)^2 \right] + \frac{2}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{m=1}^{M} \varepsilon_i \varepsilon_{jm(i)} \right) \sum_{j>i} \left( \sum_{m=1}^{M} \varepsilon_j \varepsilon_{jm(j)} \right) \right] \leq \frac{1}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} M \sigma^4 \right] + \frac{2}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} M \sigma^4 \right] = o(1).
\]
As a result, we obtain
\[
\frac{1}{N} \sum_{i=1}^{N} \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right)^2 - \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \sigma^2(X_i, W_i) = o_p(1).
\]

Finally, consider the last term on the right hand side of equation (A.12). Let
\[
\Psi_{M,i} = \left( 2W_i - 1 \right) \left( \frac{1}{M} \sum_{m=1}^{M} \mu_{W_i}(X_i) - \mu_{1-W_i}(X_{jm(i)}) - \tau \right).
\]

Notice that there is a finite bound $\Psi$, such that $|\Psi_{M,i}| \leq \Psi$ for all $i$. The conditional expectation of the last term of equation (A.12) is zero, so the unconditional expectation is also zero. The conditional variance of this term (divided by 4) is:
\[
E \left[ \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{m=1}^{M} \Psi_M,i \Psi_M,j \left( \varepsilon_i - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(i)} \right) \left( \varepsilon_j - \frac{1}{M} \sum_{m=1}^{M} \varepsilon_{jm(j)} \right) \right] \leq \frac{\Psi^2}{N} E \left[ \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i^2 \right] = o(1),
\]
\[
E \left[ \frac{1}{MN^2} \sum_{i=1}^{N} \sum_{m=1}^{M} \Psi_M,i \varepsilon_i \sum_{m=1}^{M} \varepsilon_{jm(j)} \right] \leq \frac{\Psi^2}{MN} E \left[ \frac{1}{N} \sum_{i=1}^{N} K_M(i) \varepsilon_i^2 \right] \leq \frac{\Psi^2}{MN} E \left[ \frac{1}{N} \sum_{i=1}^{N} K_M(i) \varepsilon_i^2 \right] = o(1),
\]
\[
E \left[ \frac{1}{M^2N^2} \sum_{i=1}^{N} \sum_{j>i}^{N} \sum_{m=1}^{M} \Psi_M,i \varepsilon_{jm(i)} \sum_{m=1}^{M} \varepsilon_{jm(j)} \right] \leq E \left[ \frac{1}{M^2N^2} \sum_{i=1}^{N} \Psi_M,i \left( \sum_{m=1}^{M} \varepsilon_{jm(i)} \right)^2 \right] \leq \frac{\Psi^2}{N} E \left[ \frac{1}{MN} \sum_{i=1}^{N} \varepsilon_i^2 \right] \leq \frac{\Psi^2}{N} E \left[ \frac{1}{MN} \sum_{i=1}^{N} \varepsilon_i^2 \right] = o(1).
\]

As a result, we obtain:
\[
\frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \frac{\varepsilon_{jm(i)}}{M} \right)^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \mu_1(X_i) - \mu_0(X_i) - \tau \right)^2 + \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \sigma^2(X_i, W_i) + o_p(1)
\]
Applying the previous lemma:

\[
\left| \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \sigma^2(X_i, W_i) - \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \hat{\sigma}^2(X_i, W_i) \right| = o_p(1).
\]

Therefore,

\[
\hat{\nu}^\tau(X) = \frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \hat{\tau}^{sm}_M \right)^2 - \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M^2} \right) \hat{\sigma}^2(X_i, W_i) \overset{p}{\to} V^\tau(X).
\]

From the lemma, we know that

\[
\hat{\nu}^E = \frac{1}{N} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M} \right)^2 \hat{\sigma}^2(X_i, W_i) \overset{p}{\to} V^E.
\]

Putting the two pieces together:

\[
\hat{\nu} = \hat{\nu}^E + \hat{\nu}^\tau(X)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( \hat{Y}_i(1) - \hat{Y}_i(0) - \hat{\tau}^{sm}_M \right)^2
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \left[ \left( \frac{K_M(i)}{M} \right)^2 + \left( \frac{2M - 1}{M} \right) \left( \frac{K_M(i)}{M} \right) \right] \hat{\sigma}^2(X_i, W_i) \overset{p}{\to} V^E + V^\tau(X),
\]

finishing the proof for the first part of the theorem.

The proof for the second part follows the same pattern and is omitted here. It is available from the authors on the web. □
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